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Over the last several years, the importance of the risk principle has been
well established in many correctional settings. Simply stated, the risk prin-
ciple indicates that offenders should be provided with supervision and

treatment levels that are commensurate with their risk levels. However, there
continues to be some confusion regarding the implications of the risk principle
and why the trends predicted by the risk principal are observed. The purpose of
this article is to discuss what the risk principle is, what it means for corrections,
and why we see intensive treatments and supervision leading to no effect or
increased recidivism for low-risk offenders. 

Perhaps it is important that we begin by defining the concept of “risk” as it
pertains to offender recidivism. For some, “risk” is a concept associated with the
seriousness of the crime—for example, in the sense that a felon poses a higher risk
than a misdemeanant. In actuality, however, though a felon has been convicted of
a more serious offense than a misdemeanant, his or her relative risk of reoffending
may have nothing to do with the seriousness of the crime.

For our purposes, “risk” refers to the probability of reoffending. A low-risk
offender is one with a relatively low probability of reoffending (few risk factors),
while a high-risk offender has a high probability (many risk factors). The appli-
cation of the concept in corrections is similar to that in most actuarial sciences.
For example, life insurance is cheaper for a nonsmoker in his 40s than for a
smoker of the same age. The reason insurance costs more for the smoker is that
smokers have a risk factor that is significantly correlated with health problems.
Similarly, an offender who uses drugs has a higher chance of reoffending than
someone who does not use drugs.

In 1990, Andrews, Bonta, and Hoge discussed the importance of the risk prin-
ciple as it relates to the assessment of offenders. Their article makes clear that the
risk principle calls for the administration and delivery of more intense services
and supervision to higher-risk offenders. In contrast, lower-risk offenders should
receive lower levels of supervision and treatment. Since 1990, considerable
research has investigated how adhering to the risk principle can impact a correc-
tional program’s effectiveness.

Meta-Analyses Involving the Risk Principle
Meta-analysis after meta-analysis has revealed a similar trend when the risk prin-
ciple is empirically investigated. Table 1, page 4, shows the results of seven meta-



analyses conducted on juvenile and adult offenders in correctional programs or
school-aged youth in school-based intervention programs. 

The first row of the table lists the results from a study conducted by Andrews,
Zinger, Hoge, et al. (1990). This study investigated the effects of correctional
interventions from 85 studies. Overall, they found that the correctional programs
were much more effective when the correctional program took in mostly higher-
risk offenders. Reductions in recidivism of 11% were noted in programs that had
mostly higher-risk offenders versus 2% reductions for programs that took in both
low- and high-risk offenders (re-analysis by Andrews and Bonta, 1998).

The second, third, and fourth rows summarize the findings of studies
conducted by Dowden and Andrews. These three meta-analyses all indicate that
programs serving a greater percentage of higher-risk offenders were more effec-
tive than those that did not. This finding was observed when looking at juvenile
offenders, female offenders, and violence as an outcome measure. 

The fifth row reports on the results of a meta-analysis that reviewed the effec-
tiveness of drug courts. Again, drug courts where over half the offenders served
had a prior record were twice as effective (10% versus 5% reduction) as drug
courts where more than half the offenders served were first-time offenders.
Finally, two meta-analyses report on the effectiveness of school-based interven-
tions in reducing delinquent and analogous behaviors (Wilson, Gottfredson, and
Najaka, 2002) and aggressive behavior (Wilson, Lipsey, and Derzon, 2003). Both
studies indicate better effects when targeting youths who are at risk for the partic-
ular behaviors that are to be prevented. 
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Table 1. Summary of Meta-Analyses Investigating the Risk Principle

Study
No. of Studies

Reviewed
Type of Studies

Reviewed Findings

Andrews et al. (1990) 85 Juvenile, mixed Effect size 5 times as great when
focusing on high-risk

Dowden and Andrews
(1999a) 26 Juvenile and adult female,

or mainly female
Effect size 6 times as great when
following risk principle

Dowden and Andrews
(1999b) 229 Young offenders Effect size 4 times as great when when

following risk principle

Dowden and Andrews
(2000) 35 Juvenile and adult violent

outcomes only
Effect size 2 times as great when when
following risk principle

Lowenkamp et al. (2002) 33 Juvenile and adult drug
courts

Effect size 2 times as great when when
following risk principle

Wilson et al. (2002) 165 School-based interventions Effect size 3 times as great when when
targeting high-risk youth

Wilson et al. (2003) 221 School-based interventions
targeting aggression

Effect size 4 times as great when when
targeting high-risk youth
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Differing Treatment Effects for High- and Low-Risk Offenders
While Table 1 provides plenty of support for the risk principle, a recent study that
Lowenkamp and Latessa (2002) conducted in Ohio offers even more evidence.
This study is the largest ever conducted of community-based correctional treat-
ment facilities. The authors tracked a total of 13,221 offenders who were placed
in one of 38 halfway houses and 15 community-based correctional facilities
throughout the state. A 2-year follow-up was conducted on all offenders, and
recidivism measures included new arrests and incarceration in state penal institu-
tions. Treatments effects were calculated, which represent the difference in recidi-
vism rates for the treatment group (those offenders with a residential placement)
and the comparison group (those offenders that received just supervision with no
residential placement). 

Figure 1 shows the effect for low-risk offenders, using incarceration as the
outcome measure. The negative numbers show the programs that were associated
with increases in recidivism rates for low-risk offenders. The positive numbers
show the few programs that were actually associated with reductions in recidi-
vism for low-risk offenders. As you can see from this figure, the majority of
programs in this study were associated with increases in the failure rates for low-
risk offenders. Only a handful of programs reduced recidivism for this group, and
the largest reduction was 9%. 

- 5 -

-36

-32

-29 -29

-21 -21 -21 -21

-16
-15

-11 -11 -11

-7 -7
-6

-5
-4 -4 -4

-2 -2 -2
-1

0
1 1 1

2
3 3

4 4
5

6
8

9

Program B

Program CC

Program F

Program KK

Program A

Program D

Program J

Program W

Program G

Program U

Program E

Program X

Program JJ

Program R

Program MM

Program I

Program FF

Program P

Program M

Program All

Program O

Program S

Program II

Program DD

Program V

Program N

Program Z

Program GG

Program K

Program BB

Program Q

Program L

Program LL

Program HH

Program Y

Program EE

Program AA

0

10

-36

-32

-29 -29

-21 -21 -21 -21

-16
-15

-11 -11 -11

-7 -7
-6

-5
-4 -4 -4

-2 -2 -2
-1

0
1 1 1

2
3 3

4 4
5

6
8

9

Program B

Program CC

Program F

Program KK

Program A

Program D

Program J

Program W

Program G

Program U

Program E

Program X

Program JJ

Program R

Program MM

Program I

Program FF

Program P

Program M

Program All

Program O

Program S

Program II

Program DD

Program V

Program N

Program Z

Program GG

Program K

Program BB

Program Q

Program L

Program LL

Program HH

Program Y

Program EE

Program AA

0

10

Fig. 1 Changes in the Probability of Recidivism by Program for 
Low-Risk Offenders



Figure 2 shows the results for high-risk offenders. Not only were most
programs associated with reductions in recidivism for this group, but there were
also eight programs that reduced recidivism over 20% and three programs that
reduced recidivism over 30%. (Note that there were some programs in Ohio that
did not reduce recidivism at any level of risk. This is likely related to program
integrity. See Lowenkamp and Latessa, 2004.)

The best illustration of the risk principle can be seen by looking at the
programs that had the greatest effect on high-risk offenders. Programs KK and
MM each reduced recidivism for high-risk offenders by over 30%, yet looking at
their effect for low-risk offenders, we see that Program MM increased recidivism
for this group by 7% and Program KK by 29%. Thus, the same programs that
reduced recidivism for higher-risk offenders actually increased it for low-risk
offenders. The risk principle held across geographic location (rural, metro, urban)
and with sex offenders (Lowenkamp and Latessa, 2002).

When taken together, these meta-analyses and individual studies provide
strong evidence that more intense correctional interventions are more effective
when delivered to higher-risk offenders, and that they can increase the failure
rates of low-risk offenders. Recall the meta-analyses and the Ohio study, as well
as Hanley (2003) and Bonta, Wallace-Capretta, and Rooney (2000), which both
found that intensive supervision reduces recidivism for higher-risk offenders but
increases the recidivism rates of lower-risk offenders. 
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Fig. 2. Change in the Probability of Recidivism by Program for High-Risk
Offenders
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Why Interventions Are More Successful with High-Risk Offenders 
A question that continues to arise is why an intervention can have the intended
consequences for a high-risk offender but have undesired and unintended conse-
quences for a low-risk offender. To answer this question, one only need look at
the risk factors for offending behavior. A review of the meta-analyses on the risk
predictors consistently reveals antisocial attitudes, associates, personality, and a
history of antisocial behavior as the strongest predictors (Andrews and Bonta,
1998). Other risk factors include substance abuse and alcohol problems, family
characteristics, education, and employment (Gendreau, Little, and Goggin, 1996). 

Given these risk factors, consider what a high-risk and a low-risk offender
would look like. High-risk offenders would have antisocial attitudes, associates,
and personalities, or a long criminal history, or substance abuse problems, or poor
family relations, and would likely be unemployed. Low-risk offenders, on the
other hand, would be fairly prosocial and have good jobs with some, if not many,
prosocial contacts. That is, low-risk offenders likely have good jobs, good rela-
tionships with their families, good relationships with prosocial acquaintances,
fairly prosocial attitudes, a limited criminal history, and few if any substance
abuse problems. What happens to that low-risk offender when he/she is placed in
a residential facility with high-risk offenders? You have likely come to an expla-
nation for why we see low-risk offenders being harmed by intense correctional
interventions. 

The increased failure rates of low-risk offenders can largely be understood
when considering the following three explanations: 

♦ When we place low-risk offenders in the more intense correctional interven-
tions, we are probably exposing them to higher-risk offenders, and we know
that who your associates are is an important risk factor. Practically speaking,
placing high- and low-risk offenders together is never a good idea. If you had
a son or daughter who got into some trouble, would you want him or her
placed in a group with high-risk kids? 

♦ When we take lower-risk offenders, who by definition are fairly prosocial (if
they weren’t, they wouldn't be low-risk), and place them in a highly struc-
tured, restrictive program, we actually disrupt the factors that make them
low-risk. For example, if I were to be placed in a correctional treatment
program for 6 months, I would lose my job, I would experience family
disruption, and my prosocial attitudes and prosocial contacts would be cut
off and replaced with antisocial thoughts and antisocial peers. I don’t think
my neighbors would have a “welcome home from the correctional program”
party for me when I was released. In other words, my risk would be
increased, not reduced. 

♦ Other factors such as IQ, intellectual functioning, and maturity might be at
work. We rarely find programs that assess these important responsivity
factors when they place offenders into groups. It could be the case that there
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are some low-functioning, low-risk offenders who are manipulated by more
sophisticated, higher-risk, predatory offenders. 

What all this means for corrections is that low-risk offenders should be identi-
fied and excluded, as a general rule, from higher-end correctional interventions.
We are pragmatists and therefore say “general rule,” as we realize that programs
are often at the mercy of the court or parole board in terms of who is referred to
the program. Even so, programs that end up receiving low-risk offenders should
make sure that those offenders are returned back to the environments that made
them “low-risk.” This can be achieved by developing programming (both treat-
ment and supervision) that is based on the risk level of the offender. 

In addition, the research reviewed here and the risk principle also dictate that
we should direct the majority of services and supervision to higher-risk offenders
because it is with this group of offenders that such interventions are most effec-
tive. The first step in meeting the risk principle is identifying the appropriate
targets (higher-risk offenders). To achieve this, agencies must assess offenders
with standardized and objective risk assessment instruments. Risk assessment is
now considered the cornerstone of effective correctional intervention. 
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Training to See Risk: Measuring the Accuracy of Clinical and Actuarial Risk Assessments among Federal 
Probation Officers 
 

J.C. Oleson 
University of Auckland 

 
Scott VanBenschoten  

Charles Robinson 
Christopher T. Lowenkamp 

Administrative Office of the United States Courts 
 
 
THE PREDICTION OF RISK is ubiquitous in modern society (Beck, 1992). Physicians consider risk when 

treating patients, financiers consider risk when making investments, and psychologists consider risk 

when working with clients. Within the criminal justice system, predictions of risk guide discretion at all 

points (Gottfredson & Tonry, 1987). When police officers choose between formal citations and verbal 

warnings, they evaluate risk; when judges impose sentences upon defendants, they evaluate risk; and 

when community corrections officers monitor the conditions of pretrial defendants, parolees, and 

probationers, they, too, evaluate risk.  

Over time, research suggests, professionals within the justice community develop the ability to 

distinguish high-risk offenders from those who present little risk of reoffending (Fong, et al., 1990; 

Mossman, 1994). They do so by drawing upon their own personal experiences, using heuristics and 

other mental shortcuts to simplify complex calculations (Nisbett & Ross, 1980). But this kind of 

professional (or clinical) judgment is limited to the experience of the decision maker and is subject to a 

host of faults: unreliable evaluations, discretionary decisions based upon biases and stereotypes, and 

politicized administration (Walker, 1993). An alternative approach is to use statistically-derived 

instruments to predict actuarial risks of violence, dangerousness, reoffending, rearrest, or reconviction.  

 The statistical prediction of recidivism risk has an 80-year history, and can be traced at least as 

far back as the 1928 parole prediction instrument developed by Ernest Burgess (Burgess, 1928). Early 

attempts to use actuarial risk assessment in the justice system were often controversial, particularly 
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given high rates of false positives (Selective Incapacitation, 1982). Evaluators identifying subjects as 

dangerous were wrong twice as often as they were right (Monahan, 1981). Nevertheless, despite these 

flaws, research suggested that actuarial prediction outperformed the clinical judgment of even trained 

professionals across an array of disciplines (e.g., Meehl, 1954). The superiority of actuarial assessment 

over unstructured clinical judgment is a finding that has been replicated by many researchers (Grove & 

Meehl, 1996; Harris, 2006). One meta-analysis of 136 studies concluded that statistical predictions were 

10 percent more accurate than clinical judgments and were dramatically more accurate one third of the 

time (Grove, et al., 2000). The accuracy of assessment instruments also appears to have improved 

(Hilton, et al., 2006). A more recent meta-analysis of 67 studies concluded that actuarial assessment 

generally is 13 percent more accurate than clinical judgment and is 17 percent more accurate in 

predictions of future violent or criminal behavior (Ægisdóttir, et al., 2006).  

Today, the academic debate is no longer about whether actuarial assessments out-predict 

clinical judgments; that debate is long since over (Monahan, et al., 2001). Even the skeptics of actuarial 

risk prediction now acknowledge a consensus that actuarial judgments consistently outperform clinical 

ones (Harcourt, 2007; Litwack, 2001). Instead, the current debate is about whether there is any place in 

risk assessment for clinical judgment (Hanson, 2009). Some researchers argue for a synthetic approach, 

combining actuarial and clinical techniques (e.g., Gottfredson & Moriarty, 2006; Sjöstedt & Grann, 2002, 

Sreenivasan, et al., 2000). After all, for all its strengths, actuarial prediction is not particularly good at 

accounting for exceptional circumstances, predicting rare events, or predicting risk for young people (for 

whom three is less historical information available) (Bullock, 2011). Other researchers, however, argue 

for an actuarial-only approach (e.g., Grove & Meehl, 1996; Quinsey, et al., 1998). They claim that the 

introduction of clinical judgment only reduces the accuracy of the instrument. And after all, “[e]ven if 

actuarial methods merely equal the accuracy of clinical approaches, they may save considerable time 

and expense” (Dawes, et al., 1989: 1673). 
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Numerous commercial risk assessment instruments are available, all predicting recidivism about 

equally, all more accurate than unstructured clinical judgment (Yang, et al, 2010). Many jurisdictions use 

commercial instruments such as the PCL-R, CAIS, COMPAS, or the LSI-R. Other jurisdictions have adapted 

off-the-shelf instruments to fit their specific needs or have developed their own in-house assessment 

tools. Used effectively, these assessment tools allow probation officers to accurately assess risk, a 

requisite first step in employing evidenc e-based practices (Harris, 2006; VanBenschoten, 2008).  

Yet despite the lengthy history of statistical risk assessment and despite a substantial body of 

research demonstrating that actuarial predictions outperform unstructured clinical judgment, probation 

officers – both in the United States and abroad – have exhibited skepticism, ambivalence, and outright 

hostility toward actuarial assessment devices.  Irish probation officers have cultivated an attitude of 

“resistance” to assessment instruments (Fitzgibbon, et al., 2010). In England, Horsefield suggested that, 

using their clinical judgment, “it is not difficult for probation service staff to identify who is likely to 

commit further offences” (2003: 377), and argued that the real value of using actuarial risk instruments 

lies in justifying the operations within the probation service, competing for resources, and regulating 

staff behavior.  In the United States, Schneider and her colleagues (1996) reported similar attitudes 

among Oklahoma probation officers. Officers held negative-to-neutral views about risk instruments 

(e.g., only 15 percent thought risk instruments are more accurate than officer judgment) but thought 

actuarial tools were useful in justifying supervision levels to the public and legislature. Lynch (1998) 

reported that California parole officers deliberately subverted directives issued by their actuarial risk 

managers. But even managers appear to express reservations about the value of risk assessment 

instruments. In a 2003 national survey of community corrections agencies, 61 percent of respondents 

described themselves as satisfied or very satisfied with the risk instruments used in their departments, 

but a full 39 percent described themselves as neutral, uncertain, or dissatisfied (Clem, 2003: 22).   
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Background and Research Question 

The tension between professional judgment and actuarial risk assessment affects the federal probation 

and pretrial services system as well. Risk assessment is not new to the federal courts.  The district court 

for the District of Columbia began using a risk prediction scale, the “U.S.D.C. 75,” in 1970 (Hemple, et al., 

1976). This instrument was renamed the Risk Prediction Scale 80 (RPS 80) and adopted for use 

throughout the probation system in January of 1981 (Eaglin & Lombard, 1981). In September of 1997, 

the RPS 80 was replaced by the Risk Prediction Index (RPI), an eight-question, second-generation risk 

assessment tool (Lombard & Hooper, 1998). But many probation officers did not use the RPI scores they 

calculated (VanBenschoten, 2008), and did not always link supervision practices to risk levels 

(Lowenkamp, et al., 2006). 

Responding to the Criminal Law Committee’s endorsement of evidence-based practices in the 

supervision of defendants and offenders (Judicial Conference, 2006), probation staff at the 

Administrative Office of the U.S. Courts have developed a new, third-generation risk assessment 

instrument, the Federal Post Conviction Risk Assessment (PCRA).  The PCRA was validated on a large 

sample of federal probation cases (see article in this issue by Johnson et al.) 

We were interested in whether use of the PCRA would improve the ability of federal probation 

officers to accurately assess risk. On the one hand, 50 years of research suggests that actuarial 

prediction consistently outperforms unstructured professional judgment (e.g., Ægisdóttir,et al., 2006; 

Grove & Meehl, 1996; Grove, et al., 2000; Monahan, et al., 2001); on the other hand, federal probation 

officers are considered to be the “crème de la crème” of community corrections officers (Buddress, 

1997: 6). They are well educated, well trained, and often come to the federal system with substantial 

practical experience. Would the use of the PCRA allow even federal officers to improve their ability to 

assess risk? 

 



5 
 

 

Methods 

The question of whether the use of the PCRA would improve the risk assessment skills of federal 

probation officers was investigated during four regional training meetings convened during 2010 and 

2011. Federal probation officers from districts in the greater Washington, DC metropolitan region 

gathered in Washington, DC to participate in PCRA training; officers from districts in the eastern United 

States gathered in Charlotte, NC; officers from districts in the middle of the country gathered in Detroit, 

MI; and officers from districts in the western United States, including Pacific islands, gathered in Salt 

Lake City, UT.  Approximately 150-350 officers attended each of the training meetings.    

Prior to the training session each officer was asked to complete an eight hour online training 

program that reviewed the fundamentals of  risk, need and responsivity (Andrews, et al., 1990).  At each 

session, trainers explained to the participating officers that they would be asked to assess an offender's 

risk based on a videotaped mock intake interview and supplementary written documentation.  

Specifically, they were told that they would be asked to place the offender in the case vignette in one of 

four risk categories (, low, low/moderate, moderate, or high) and to identify the offender’s three most 

important criminogenic needs (in rank order).  The description of the risk levels were not defined, thus 

the officers needed to define for themselves what each risk level meant.  Although the probation 

officers were in a large group setting, the trainers emphasized that officers were not to discuss their 

rankings of risk or identification of criminogenic needs until they submitted their data collection form.    

The case vignette consisted of a 24-minute mock intake interview (based upon an actual case, 

with identifiers and key case details modified in order to protect the offender’s anonymity). The 

probation officer in the vignette asked the offender – a man in his fifties with a long history of 

methamphetamine addiction and firearms charges – a series of questions about the offender’s criminal 

behavior, employment, social networks, cognitions, substance abuse, time in custody, and current 



6 
 

accommodations. Supplemental written materials included a presentence report and release paperwork 

from the Federal Bureau of Prisons. 

The offender in the vignette was working and lived in a stable residence.  He participated in 

treatment, remained free of drug use, and could articulate a relapse prevention plan.  He did not 

associate with anti-social peers and was in the process of developing a pro-social network.  The correct 

score, according to the PCRA, was low/moderate risk.  Specifically, the numerical score was 6 (PCRA 

scores range between 0 and 18). 

After the video concluded, officers were given as much time as needed to identify the risk level 

and three top criminogenic needs.  Officers typically took between five and ten minutes to review the 

supplementary material and submit a complete data collection form.  They were not provided with the 

correct score after this first exercise. 

 On the second day of the training, after learning the scoring rules of the PCRA and practicing on 

several scenarios, probation officers viewed the training vignette for a second time.  Instead of using 

their professional judgment to identify the offender’s risk level and criminogenic needs, they were asked 

to use the PCRA and identify a risk score.  The officers were shown the same video and were provided 

with the same written supplementary materials.  Once again, they were asked to score the case 

independently and to provide their answers to the trainers.  These actuarial (PCRA) risk assessments 

were collected and compared with the risk assessments made with clinical judgments. 

Risk category (, low, low/moderate, moderate, or high) is an ordinal variable.  As such, typical 

measures of central tendency and measures of dispersion do not apply.  We were, however, interested 

in whether officers can accurately assign the offender into the correct  risk category unaided by actuarial 

risk assessment and if the PCRA increases the reliability of the assessment of risk and thereby risk 

classification.  To evaluate the effect of the PCRA on reliability of risk assessments, we used the 

consensus measure (Tastle, et al., 2005) to measure dispersion.  The consensus measure is a measure 



7 
 

that ranges in value from 0 to 1, with 1 representing complete agreement among those that ranked an 

item (in our case risk category) regardless of the category chosen.  A value of 0 on the consensus 

measure (complete dissention) would be the result when two equal groups of participants rank a case at 

the far ends of the scale. This characteristic of the consensus measure is important, as it allowed us to 

determine whether the officers’ categorization of risk was consistent, regardless of whether or not their 

assessments agreed with the results of the PCRA.     

 

Results 

A total of 1,087 officers identified a risk category for the case vignette when asked to do so without 

administering the PCRA.  A total of 1,049 officers provided a risk categorization for the case vignette 

using the PCRA.  The distributions of these ratings are presented in the following two figures.   

Figure 1 displays the frequencies (percentages are in parentheses) of risk categories identified 

by the officers using clinical judgment (without the use of the PCRA).  As indicated in Figure 1, it is clear 

that the largest identified category of risk for the case vignette is moderate risk.  Just over 50 percent of 

the officers indicated, based on the information provided, that the offender was moderate risk.  Thirty 

percent of the officers identified the offender’s risk level as low/moderate, while 17 percent identified 

the risk level as high.  A much smaller percentage (2 percent) identified the offender’s risk level as  low.  

Given this distribution of scores, a calculation of the consensus measure (Cns) yielded a value of 0.66.   
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Figure 2 displays the distribution of risk categories assigned by officers when using the PCRA to 

guide their determination of risk.  Note that in Figure 2, only three bars indicate the estimation of risk. 

No officers identified the offender’s risk level as high when using the PCRA.  A second noteworthy 

feature of Figure 2 is that the largest category of risk identified by the officers accounts for ratings from 

954, or 91 percent, of the officers.  The consensus measure based on the distribution of these ratings 

yielded a Cns value of .93, or about 1.4 times as great as the Cns measure yielded from the distribution 

of ratings in Figure 1. In addition, the officers selected the proper risk category, according to the PCRA, 

91 percent of the time. Given that this was only these probation officers’ first or second administration 

of the PCRA, these results are encouraging.   
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Discussion 

Federal probation officers made more consistent and more accurate assessments of offender risk when 

using the PCRA than when using unstructured clinical judgment. Assessments made with the PCRA were 

more accurate (e.g., more officers correctly identified the risk level) and had greater consensus (e.g., 

even officers who did not correctly identify the risk level selected categories adjacent to the actual risk 

level). These findings support the view that, in assigning offenders to the correct risk category, actuarial 

prediction outperforms unstructured clinical judgment. Our findings are consistent with a robust body of 

work, collected over many decades (e.g., Ægisdóttir, et al., 2006; Grove & Meehl, 1996; Grove, et al., 

2000; Meehl, 1954; Monahan, et al., 2001). But they are still remarkable. It is important to note that 

Federal Probation officers have  very high.  They must meet  medical standards, pass regular background 

investigations, possess at least a bachelor’s degree from an accredited university, and complete the six-

week training program at the Federal Probation and Pretrial Services Training Academy.  Typically these 

officers have prior probation experience from other jurisdictions.  Additionally, these highly-skilled 
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professionals are part of a single system with one set of national policies (with local variation) and a 

uniform training academy.  Despite this, the federal probation officers produced a more consistent risk 

level assignment with the use of a actuarial tool  

The research also indicates that clinical judgments tended to overestimate risk. It is not difficult 

to understand why.  Ansbro notes that probation officers “face the mutually-exclusive targets of high 

accuracy and high throughput, and exist in a climate where failings in practice will be hunted for if an 

offender commits a serious offence whilst on supervision” (2010: 266). A signal detection analysis lies 

beyond the scope of this article, but in a situation where there are dire consequences to missing a true 

positive (i.e., not identifying a high-risk offender as such) and few direct costs to officers when making 

false positives (i.e., wrongly identifying a low-risk offender as high-risk), it is easy to see why officers 

would yield to the so-called precautionary principle identified by Kemshall (1998). Of course, over-

supervising low-risk offenders is expensive, and diverts resources away from the high-risk offenders who 

need them. Austin analogizes this to a “hospital that decides to provide intensive care for patients who 

have a cold – the treatment is not only unnecessary but expensive” (2006: 63). There is also research 

suggesting that over-supervising low-risk offenders can make them worse, affirmatively increasing their 

likelihood of recidivism (Lowenkamp & Latessa, 2004). Actuarial tools can serve as a valuable check 

against the precautionary principle. They can provide a means of engaging in professional triage, 

ensuring that resources are allocated where they should be, maximizing community safety while 

allowing for offender rehabilitation (Flores, et al., 2006). 

It is also important to note that specific descriptions of the risk terms were not defined for the 

officers.  This may have caused some of the risk category assignment variation.  What “low risk” means 

to one officer may mean something different to another.  This means that the variation in risk 

assignment may be due to how the case is seen and understood by an officer, but equally concerning is 
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that the difference may also be due to various definitions of language that officers and national policy 

use related to risk.   

In a landmark article, Feeley and Simon suggested that the rise of risk assessment was 

symptomatic of a shift to a new penology:  “[T]he new penology is markedly less concerned with 

responsibility, fault, moral sensibility, diagnosis or intervention and treatment of the individual offender. 

Rather, it is concerned with techniques to identify, classify, and manage groupings sorted by 

dangerousness.  The task is managerial, not transformative” (1992: 452). Without question, the use of 

risk assessment instruments in community corrections has exploded since Feeley and Simon published 

their article, and its ascendance has been criticized by many thoughtful critics (e.g., Hannah-Moffat, et 

al., 2009; O’Malley, 2004; Wandall, 2006). Indeed, Harcourt (2007) demonstrates that risk-based justice 

may actually increase the overall amount of crime in society.  In jurisdictions around the world, 

probation and parole officers have resisted the tyranny of risk and rejected managers’ instructions to 

manage offenders under their supervision by risk score (Fitzgibbon, et al., 2010; Lynch, 1998). But this 

view of risk assessment may be too dystopian. Other commentators have realized that the 

consequences of risk assessment are far more nuanced than its critics suggest. For example, Robinson 

(2002) notes that actuarialism’s focus on outcomes actually underlies the new rehabilitation of “what 

works” (see Petersilia, 2004; Taxman, et al., 2004). To be sure, this is a form of rehabilitation that takes 

public safety as its ultimate object – not the transformation of every individual offender (Robinson, 

2002). But instead of contributing to an inexorable increase in prison populations and persons under 

supervision – a population that exceeded five million, or 1 in 31 U.S. citizens, during 2009 (Pew Center, 

2009) – risk assessment can reduce prison and community corrections populations (Bonta, 2008). By 

operating as a check against the precautionary principle and reducing over-classification, actuarial risk 

assessment can reduce recidivism among low-risk offenders by ensuring that they are not over-

supervised. It can simultaneously reduce recidivism among high-risk offenders by ensuring that these 
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individuals are carefully supervised and provided with interventions that correspond to their 

criminogenic needs.  Instead of stripping the humanity from probation work (Wandall, 2006), actuarial 

risk assessment with the PCRA can allow federal probation officers to be far more effective in facilitating 

real transformative change in the lives of offenders. 

 

References 
 
Ægisdóttir, S., White, M. J., Spengler, P. M., Maugherman, A. S., Anderson, L. A., Cook, R. S., Nichols, C. 

N., Lampropoulos, G. K., Walker, B. S., Cohen, G., & Rush, J. D. (2006). The meta-analysis of 
clinical judgment project: Fifty-six years of accumulated research on clinical versus statistical 
prediction. Counseling Psychologist, 34(3), 341-382.  

 
Andrews, D. A., Bonta, J., & Hoge, R. D. (1990). Classification for effective rehabilitation: Rediscovering 

psychology. Criminal Justice and Behavior, 17, 19–52. 
 
Ansbro, M. (2010). The nuts and bolts of risk assessment: When the clinical and actuarial conflict. 

Howard Journal, 49(3), 252-68. 
 
Austin, J. (2006). How much risk can we take? The misuse of risk assessment in corrections. Federal 

Probation, 70(2), 58-63. 
 
Beck, U. (1992). Risk society: Towards a new modernity. Thousand Oaks, CA: SAGE Publications.  
 
Bonta, J. (2008). Offender risk assessment and sentencing. Canadian Journal of Criminology and Criminal 

Justice, 49(4), 519-529. 
 
Buddress, L.A.N. (1997). Federal probation and pretrial services – a cost-effective and successful 

community corrections system. Federal Probation, 61(1), 5-12. 
 
Bullock, K. (2011). The construction and management of risk management technologies in contemporary 

probation practice. British Journal of Criminology, 51, 120-135. 
 
Burgess, E.W. (1928). Factors determining success or failure on parole. In Bruce, A. A., Harno, A. J., 

Burgess, E. W., & Landesco, J. (eds.). The workings of the indeterminate-sentence law and parole 
system in Illinois (pp. 221-234). Springfield, IL: State Board of Parole. 

 
Clem, C. (2003). Topics in community corrections: Annual issue 2003: Offender assessment. Washington, 

DC: National Institute of Corrections. 
 
Dawes, R. M., Faust, D. & Meehl, P. E. (1989). Clinical versus actuarial judgment. Science, New Series, 

243(4899), 1668-1674. 
 



13 
 

Eaglin, J. B. & Lombard, P. A. (1981). Statistical risk prediction as an aid to probation caseload 
classification. Federal Probation, 45, 25-32. 

 
Feeley, M. & Simon, J. (1992). The new penology: Notes on the emerging strategy of corrections and its 

implications. Criminology, 30, 449-474. 
 
Fitzgibbon, W., Hamilton, C., & Richardson, M. (2010). A risky business: An examination of Irish 

probation officers’ attitudes towards risk assessment. Probation Journal, 57(2), 163-174. 
 
Flores, A.W., Lowenkamp, C.T., Smith, P., & Latessa, E.J. (2006). Validating the Level of Service 

Inventory—Revised on a sample of federal probationers. Federal Probation, 70(2), 44-48. 
 
Fong, G.T., Lurigo, A.J., & Stalans, L.J. (1990). Improving probation decisions through statistical training. 

Criminal Justice and Behavior, 17(3), 370-388. 
 
Gottfredson, M.R., & Tonry, M. (1987). Prediction and classification: Criminal justice decision making. 

Chicago: University of Chicago Press. 
 
Gottfredson, S.D. & Moriarty, L.J. (2006). Clinical versus actuarial judgments in criminal justice decisions: 

Should one replace the other? Federal Probation, 70(2), 15-18. 
 
Grove, W.M., & Meehl, P.E. (1996). Comparative efficiency of informal (subjective, impressionistic) and 

formal (mechanical, algorithmic) prediction procedures: The clinical-statistical controversy. 
Psychology, Public Policy, and Law, 2, 293-323. 

 
Grove, W.M., Zald, D.H., Lebow, B.S., Snitz, B.E., & Nelson, C. (2000). Clinical versus mechanical 

prediction: A meta-analysis. Psychological Assessment, 12(1), 19-30. 
 
Hannah-Moffat, K., Maurutto, P., & Turnbull, S. (2009). Negotiated risk: Actuarial illusions and discretion 

in probation. Canadian Journal of Law and Society, 24(3), 391-409. 
 
Hanson, R. K. (2009). The psychological assessment of risk for crime and violence. Canadian Psychology, 

50(3), 172-182. 
 
Harcourt, B. (2007). Against prediction: Profiling, policing, and punishing in an actuarial age. Chicago, IL: 

University of Chicago Press. 
 
Harris, P. (2006). What community supervision officers need to know about actuarial risk assessment 

and clinical judgment. Federal Probation, 70(2), 8-14. 
 
Hemple, W.E., Webb, W.H. Jr., & Reynolds, S.W. (1976). Researching prediction scales for probation. 

Federal Probation, 40(1), 33-37. 
 
Hilton, N.Z., Harris, G.T., & Rice, M.E. (2006). Sixty-six years of research on the clinical versus actuarial 

prediction of violence. Counseling Psychologist, 34(3), 400-409. 
 
Horsefield, A. (2003). Risk assessment: Who needs it? Probation Journal, 50(4), 374-379. 
 



14 
 

Judicial Conference (2006). September proceedings of the Judicial Conference of the United States. 
Washington, DC: Administrative Office of the United States Courts. 

 
Kemshall, H. (1998). Defensible decisions for risk: Or “it’s the doers wot get the blame,” Probation 

Journal, 45(2), 67–72. 
 
Litwack, T.R. (2001). Actuarial versus clinical assessments of dangerousness. Psychology, Public Policy, 

and Law, 7, 409-443. 
 
Lombard, P., & Hooper, L. (1998). RPI facts bulletin. Washington, DC: Federal Judicial Center. 
 
Lowenkamp, C.T., Latessa, E.J., & Holsinger, A.M. (2006). The risk principle in action: What have we 

learned from 13,676 offenders and 97 correctional programs? Crime & Delinquency, 52, 77-93. 
 
Lowenkamp, C.T.,  & Latessa , E.J. (2004). Understanding the risk principle: How and why correctional 

interventions can harm low-risk offenders, in Topics in community corrections (pp. 3-8). 
Washington, DC: National Institute of Corrections. 

 
Lynch, M. (1998). Waste managers? The new penology, crime fighting, and parole agent identity.  Law 

and Society Review, 32(4), 839–869. 
 
Meehl, P. E. (1954). Clinical versus mechanical prediction. Minneapolis, MN: University of Minnesota 

Press. 
 
Monahan, J. (1981). Predicting violent behavior. Beverly Hills, CA: SAGE. 
 
Monahan, J., Steadman, H.J., Silver, E., Appelbaum, P.S., Clark Robbins, P., Mulvey, E.P., Roth, L.H., 

Grisso, T., & Banks, S. (2001). Rethinking risk assessment. New York: Oxford University Press. 
 
Mossman, D. (1994). Assessing predictions of violence: Being accurate about accuracy. Journal of 

Consulting and Clinical Psychology, 62, 783-792. 
 
Nisbett, R., & Ross, L. (1980). Human inference: Strategies and shortcomings of social judgment. 

Englewood Cliffs, NJ: Prentice-Hall. 
 
O’Malley, P. (2004). The uncertain promise of risk. Australian and New Zealand Journal of Criminology, 

37(3), 323-343. 
 
Petersilia, J. (2004). What works in prisoner reentry? Reviewing and questioning the evidence. Federal 

Probation, 68(2), 4-8. 
 
Pew Center on the States. (2009). One in 31: The long reach of American corrections. Washington, DC: 

The Pew Charitable Trusts. 
 
Quinsey, V.L., Harris, G.T., Rice, M.E., & Cormier, C.A. (1998). Violent offenders: Appraising and 

managing risk. Washington, DC: American Psychological Association. 
 



15 
 

Robinson, G. (2002). Exploring risk management in probation practice. Punishment and Society, 4(1), 5-
25. 

 
Schneider, A.L., Ervin, L., Snyder-Joy, Z. (1996). Further exploration of the flight from discretion: The role 

of risk/need instruments in probation supervision decisions. Journal of Criminal Justice, 24(2), 
109-121. 

 
Selective incapacitation: Reducing crime through predictions of recidivism (note). (1982). Harvard Law 

Review, 96, 511-533. 
 
Sjöstedt, G., & Grann, M. (2002). Risk assessment: What is being predicted by actuarial prediction 

instruments? International Journal of Forensic Mental Health, 1(2), 179-183. 
 
Sreenivasan,S., Kirkish, P., Garrick, T., Weinberger, L E., & Phenix, A. (2000). Actuarial risk assessment 

models: A review of critical issues related to violence and sex-offender recidivism assessments. 
Journal of the American Academy of Psychiatry and the Law, 28, 438-448. 

 
 Tastle, W J., Wierman, M.J., & Dumdum, U.R. (2005). Ranking ordinal scales using the consensus 

measure. Issues in Information Systems, 6(2), 96-102. 
 
Taxman, F.S., Shepardson, E.S., Byrne, J.M., Gelb, A., & Gornik, M. (2004). Tools of the trade: A guide to 

incorporating science into practice. Washington, DC: National Institute of Corrections. 
 
VanBenschoten, S. (2008). Risk/needs assessment: Is this the best we can do? Federal Probation, 72(2), 

38-42. 
 
Walker, S. (1993). Taming the system: The control of discretion in criminal justice, 1950-1990. New York: 

Oxford University Press. 
 
Wandall, R.H. (2006). Actuarial risk assessment: The loss of recognition of the individual offender. Law, 

Probability, and Risk, 5(3-4), 175-200. 
 
Yang, M., Wong, S.C.P., & Coid, J. (2010). The efficacy of violence prediction: A meta-analytic comparison 

of nine risk assessment tools. Psychological Bulletin, 136(5), 740-767.  



1 

 

 
THE DEVELOPMENT AND VALIDATION OF THE FEDERAL POST CONVICTION RISK ASSESSMENT (PCRA) 

 
 
 
 
 
 

JAMES L. JOHNSON, PH.D.1

CHRISTOPHER T. LOWNEKAMP, PH.D.
 

2

SCOTT W. VANBENSCHOTEN, M.S.W
 

3

CHARLES R. ROBINSON 
 

 
ADMINISTRATIVE OFFICE OF THE US COURTS 
OFFICE OF PROBATION & PRETRIAL SERVICES 

ONE COLUMBUS CIRCLE NORTHEAST 
WASHINGTON, D.C. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

                                                           
1 Corresponding author 
2 For questions related to analysis 
3 For questions related to automation, certification, training and implementation  
 



2 

 

CONSTRUCTION AND VALIDATION OF THE POST-CONVICTION RISK ASSESSMENT INSTRUMENT 
 
 
INTRODUCTION  
 
The United States probation system was created in 1925 by the Federal Probation Act.  This Act gave the U.S. 
Courts the power to appoint Federal Probation Officers and the authority to sentence defendants to probation instead 
of a prison term.  One of the primary functions of federal probation is to supervise convicted offenders who are 
sentenced to a term of probation or a term of supervised release following a period of imprisonment, and offenders 
released early from prison on parole or mandatory release by the U.S. Parole Commission or military authorities. 
 
The federal probation and pretrial services system is organized into 94 districts within 11 regional circuits and 
operates under a decentralized management structure.  As a result of being decentralized, each district operates with 
a great deal of autonomy and control over their respective district.  Despite this autonomy, the system maintains 
cohesion through the Administrative Office of the U. S. Courts (AO).  The AO serves as the administrative 
headquarters for this decentralized system and develops national policies that help districts in their efforts to protect 
the community and reduce recidivism. 
 
During the past two decades, advancements in social science research, the need to use resources more efficiently and 
effectively, and increased expectations to reduce recidivism have sparked a major philosophical shift in the field of 
probation.  Although probation officers are still required to monitor offender behavior and report non-compliance to 
the court, the general focus has shifted to reducing future criminal behavior (Alexander & VanBenschoten, 2008).  
Arguably, the best chances for reducing recidivism occurs not only when officers have a reliable way of 
distinguishing high risk offenders from low risk offenders but also when officers are able to intervene in the 
criminogenic (crime supporting) needs of high risk offenders (Andrews et al., 1990; Lowenkamp & Latessa, 2004; 
Bonta & Andrews, 2007; Campbell, French & Gendreau, 2007).  For federal probation, this has meant looking for 
more effective ways to manage offenders by predicting their potential to reoffend and/or their potential 
dangerousness to the community (Walklate, 1999). 
 
The purpose of this article is to share the process the AO used to develop a risk assessment instrument for use with 
its post-conviction supervision population.  In this article, we provide a brief overview of the principles of effective 
classification, a summary of the evolution of risk assessments, and explain why the AO chose to create its own risk 
assessment instrument rather than use an existing instrument.  However, the primary purpose of the article is 
twofold: (1) to present the methodology and results produced in the development of the Post-Conviction Risk 
Assessment (PCRA) tool, and (2) to discuss limitations of the PCRA as well as future developments.  
 
Principles of Effective Risk Classification 
 
In general terms, the principles of effective risk classification refer to the prediction or identification of offenders 
most likely to violate the law or conditions of supervision during a period of criminal justice supervision, the 
identification of factors that can be influenced to change the likelihood of recidivism, and the acknowledgement of 
factors that might influence the benefits of a particular service (Van Voorhis & Brown, 1996).  Risk of recidivism, 
criminogenic need, and general responsivity are three of the primary principles of effective classification (Andrews 
et al. 1990).  The fourth principle, professional discretion, targets the professional’s ability to look beyond the 
application of the first three principles when circumstances indicate a need to do so (Gottfredson, 1987). 
 
The principles of effective risk classification suggest that agencies should use actuarial assessment tools to identify 
dynamic risk factors, especially in high risk offenders, while also identifying potential barriers to treatment (Bonta 
& Andrews, 2007; Latessa et al., 2010).  Actuarial risk assessments rest on three factors: (1) certain individual 
characteristics and behaviors are statistically predictive of future involvement in criminal behavior; (2) the more risk 
factors an offender has the greater the likelihood of future criminal behavior; and (3) when properly validated and 
administered, actuarial risk predictions are more accurate than clinical predictions (Meehl, 1954; Sawyer, 1966; 
Gottfredson, 1987; Andrews and Bonta, 1994).  Andrews and Bonta (1998) argue that it is the combined assessment 
of risk and need that improves the ability to predict who is likely to offend and outlines what interventions should 
take place to reduce risk and subsequently recidivism. 
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BRIEF HISTORY OF RISK ASSESSMENT TOOLS 
 
Purpose of a Risk Assessment Tool 
 
The assessment of offenders has long been acknowledged as a necessary component for criminal justice 
practitioners who are responsible for assessing and managing offenders.  In the field of probation, the primary 
purpose for using a risk assessment tool is to help keep communities safe from offenders who are most likely to 
reoffend.  Although security was the primary reason for the development of risk assessment instruments, the ability 
to classify offenders at the appropriate risk level is also beneficial.  Consequently, risk assessment tools help 
probation officers identify which offenders need intensive interventions and what needs should be targeted by the 
interventions. 
 
Evolution of Risk Assessment Instruments 
 
The evolution of risk assessment is described as following a generational path that started with the most basic form 
of assessment and has progressed to a more complex form of risk assessment (Bonta & Wormith, 2008).  Each 
generation utilized the best available methods to predict the risk of recidivism and then applied the results of the 
assessment to supervision strategies.  This tradition continues today, with researchers continually refining their 
understanding of criminal behavior and the associated enhancements to risk/needs prediction tools (VanBenschoten, 
2008). 
 
First generation 
 
For most of the 20th century, professional judgment or intuition was the most common method used to predict 
criminal behavior.  This form of assessment involved an unstructured interview with the offender and a review of 
official documentation (Bonta, 1996; Van Voorhis & Brown, 1996; Andrews & Bonta, 2006; Connolly, 2003).  
Guided by their own professional training and experience, probation officers and clinical professionals would make 
judgments as to who required enhanced supervision or correctional programming (Bonta & Andrews, 2007).  One of 
the inherent weaknesses of such an unstructured process is there is no quantitative way to determine how decisions 
are reached which causes a lack of consistency and agreement resulting in low inter-rater reliability (O’Rouke, 
2008).  In other words, the same interview conducted by different interviewers could net dramatically different 
results; therefore, the conclusions and recommendations regarding the offender could vary depending on the 
interviewer (Wardlaw & Millier, 1978; Monahan, 1981; Van Voorhis & Brown, 1996). 
 
Second generation 
 
Although second generation risk tools have been available since the late 1920s, it was not until the 1970s that the 
assessment of risk began to depend more upon actuarial, evidence-based science and less on professional judgment 
and intuition.  Second generation risk assessments are often referred to as actuarial methods (O’Rouke, 2008).  
Actuarial risk assessments consider individual items (e.g., history of substance abuse) that have been demonstrated 
to increase the risk of reoffending and assign these items quantitative scores (Bonta & Andrews, 2007).  Burgess 
(1928) established the first of these models.  In the Burgess method, each variable in the model can be scored as a 
“point,” and the prediction is based on the aggregate number of points assigned to an offender (Connolly, 2003).  
For example, the presence of a risk factor may receive a score of one and its absence a score of zero.  The scores on 
the items can then be summed – the higher the score, the higher the risk that the offender will reoffend (Bonta & 
Andrews, 2007) This technique gives equal weight to all predictors, even though there may be unequal effects.  
There is little research, if any, indicating that more complex (i.e., weighted) scoring methods produce better 
prediction than simple (i.e., unweighted) methods (Gottfredson 1987). 
 
Third generation 
 
Recognizing the limitations of second generation risk assessment, research began to develop in the late 1970s and 
early 1980s on assessment instruments that included dynamic risk factors (Bonta & Wormith, 2007). The third 
generation of assessment is commonly referred to as risk-need assessments (Andrews & Bonta, 1995; Bonta & 
Andrews, 2007).  These instruments combined the static predictor variables of the second-generation instruments 
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with dynamic criminogenic need items (e.g., present employment, criminal friends, and family relationships) that 
were sensitive to changes in an offender’s circumstances (Connolly, 2003; Bonta & Andrews, 2007).  Third 
generation risk assessment tools exceed statistical risk prediction by adding the element of need identification.  As 
previous instruments assisted in decision-making regarding supervision conditions, third generation assessments 
help identify areas that require intervention to mitigate recidivism risk while under supervision (Van Voorhis & 
Brown, 1996). 
 
Fourth generation 
 
The last few years has seen the introduction of fourth generation risk assessment instruments. These new risk 
assessment instruments go beyond the third generation risk-need assessments.  Not only do fourth generation 
instruments include risk-need assessments, they also assess a broader range of risk factors along with responsivity 
factors important to treatment for integration into the case management plan (Bonta & Andrews, 2007; Bonta & 
Wormith, 2007).  Some examples of responsivity factors include reading and cognitive abilities, race, gender 
motivation to change as well as external factors such as treatment setting and counselor characteristics (Andrews et 
al., 1990; Bonta & Wormith, 2007).  One other aspect of fourth generation risk assessments is the attempt to 
explicitly link identified needs with supervision and treatment services (Bonta & Wormith, 2007). 
 
 
POST CONVICTION RISK ASSESSMENT TOOL 
 
Actuarial risk assessments are not new to the federal probation system; in fact, they have been part of the 
supervision process since the early 1980s.  To better assist probation officers in identifying high risk offenders and 
intervening in their criminogenic needs, the AO chose to develop a risk assessment instrument tailored specifically 
to its population of offenders.  The Post-Conviction Risk Assessment (PCRA) is an actuarial risk and needs 
assessment tool developed from data collected on federal offenders who started a term of supervision between 
October 1, 2005 and August 13, 2009.  This tool is designed to target treatment interventions prioritized by risk, 
need, and responsivity. 
  
How the PCRA Came into Existence 
 
In the Strategic Assessment of the Federal Probation and Pretrial Services System (hereafter referred to as the 
Strategic Assessment), the authors identified shortcomings with the AO’s use of the Risk Prediction Index (RPI).4

 

  
One of the concerns expressed by the authors was the RPI’s static nature which causes a disconnection between the 
risk score and case management (IBM, 2004).  Put another way, if an offender’s risk to recidivate changes during 
the course of supervision, the RPI would not reflect this change; therefore, officers would not be able to consistently 
and effectively interpret those changes and provide the proper supervision response.   

As a means to address the RPI’s shortcomings, the Strategic Assessment recommended the AO research other data-
driven supervision tools (IBM, 2004).  The desire to meet the Strategic Assessment recommendation coupled with 
emerging criminal justice literature about more advanced risk assessment tools influenced the AO to develop its own 
Research to Results (R2R) effort.  During the R2R effort, 16 of the 94 federal probation districts were awarded 
funding to implement evidence based practices5 into their district.  Of those 16 districts, five districts chose to use a 
commercially available risk and needs tool to conduct risk assessments.  In addition, AO staff members met with 
developers of three commonly used off-the-shelf risk/needs tools (LS/CMI, COMPAS, RMS)6

 

 to better understand 
the advantages and disadvantage of each tool.    

                                                           
4 The RPI uses 8 largely static questions to determine the risk that an offender will recidivate during his or her term of 
supervision and the results are intended to assist officers in creating the offender’s initial supervision case plan. 
5 Districts were required to submit a proposal, which included a budget, outlining an area of evidence based practices (EBP) they 
wanted to implement.  The areas of EBP available were risk assessment, cognitive behavioral interventions, motivational 
interviewing, and other.  The “other” category was open and districts that chose this option tended to use it for drug courts and 
workforce development. 
6 LSI (Level of Service Inventory), COMPAS (Correctional Offender Management Profiling for Alterative Sanctions), RMS 
(Risk Management Services) 
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Since the federal criminal justice system represents a distinctive population and specific trailer assessments for 
special needs populations (e.g., sex offenders) are also required, it became obvious that more flexibility would be 
needed.  At the conclusion of the experimentation and information gathering stage, the AO assembled a panel of 
experts to examine the options of purchasing a commercially available tool or building a new tool.  After much 
discussion, the consensus of the group was to build a new tool with data specific to federal probation.  
 
 
CONSTRUCTION AND VALIDATION OF THE PCRA 
 
METHODS 
 
Data used to construct and validate the PCRA came from federal presentence reports (PSR), existing risk 
assessments, criminal history records, and PACTS.7  Criminal history records or rap sheets were used to identify any 
new arrest after the start of supervision.  The five R2R districts that were using a commercially available risk 
assessment tool were asked by the AO to provide data to assist in the development of the PCRA.8  Each district 
provided a list of offenders who had received an assessment using an off-the-shelf risk prediction instrument and 
who also had a completed PSR.  In total, the five districts submitted a list of 4,746 offenders of which 479 cases 
were randomly selected.9

 

  Districts were then asked to provide rap sheets on the randomly selected cases.  PACTS 
was the main source of data for scored elements on the PCRA and it included data on roughly 100,000 offenders. 

Data Elements 
 
There are two sets of items included on the PCRA: scored and not scored.  The first set of items are rated and scored 
and thus contribute to an offender’s risk score.  Rated and scored items used to develop the PCRA were based on 
prior research in the area of predicting criminal behavior (for example Gendreau, Little, & Goggin, 1996; Simourd 
& Andrews, 1994; Hubbard & Pratt, 2002; Andrews & Bonta, 2006) that were also available in PACTS.  Based on a 
review of extant research, data elements related to criminal history, peer associations, family, employment, 
substance abuse, and attitudes were selected from PACTS.  As a result of bivariate analyses, some interval and ratio 
variables (e.g., age, prior arrests, education, and drug and alcohol problems) were collapsed into ordinal measures.  
Multivariate models and completeness of data were used to identify the most predictive and practical data elements 
to be included on the instrument.  Variables included on the PCRA had a significance level of .10 or below (see 
Table 1). 
 
The second set of data elements are rated but not scored and do not contribute to an offender’s risk score.  These 
items were identified as potentially predictive in a smaller sample of offenders from five of the R2R districts.  With 
the exception of peer relationships, which came from the COMPAS and RMS, data elements came from the PSR.  A 
total of 104 elements were collected from the PSR, however, four of those elements were personal identifiers (i.e., 
first name, last name, middle initial, and PACTS ID number).  Additional rated but not scored items were added 
based on probation officers’ input on what data they need to supervise a case.  A total of 29 factors were identified 
as potential predictors and included on the assessment (see Appendix 1).  These potential predictors were included 
as “test items” and future analysis will determine whether these items will become rated and scored PCRA items.10

 
   

Sample 
 

                                                           
7 PACTS (Probation/Pretrial Services Automated Case Tracking System) is an electronic case management tool used by 
probation and pretrial services officers in all 94 federal districts to track federal defendants and offenders.  At the end of each 
month, districts submit case data into a national repository that is accessible to the Administrative Office of the U.S. Courts (AO), 
Office of Probation and Pretrial Services. 
8 One district was not an R2R district but had been using a commercially available risk assessment tool (RMS) longer than the 
other four R2R districts. 
9 Districts were initially informed that 100 cases from each district would be randomly selected, but one district only permitted 10 
percent of their cases to be selected, which limited their sample to 64 cases. 
10 Due to ongoing data collection, the test items have yet to be analyzed.  Decisions to include or omit test items will be 
determined by statistical significance and by how a test item impacts the predictive accuracy of the PCRA. 
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In order to construct and validate the PCRA, the researchers devised three sample groups.  A construction group was 
created for the construction of the instrument, and two validation groups were created for the validation of the 
instrument.11 These groups were created using an existing analysis file from PACTS data that contained 185,297 
offenders on probation or supervised release.12  The construction group was created from data obtained from the 
initial case plan.13

 

  Using a near 50/50 split, data from the first case plan was divided into two sample groups, one 
became the construction sample and the other became the first validation group.  One validation group (Validation) 
was taken from the initial case plan the offender receives during his/her term of supervision and the second 
validation group was taken from subsequent case plans, hence the name Subsequent Case Plan.  Both the 
construction (N=51,428) and validation (N=51,643) groups comprised offenders who started a term of supervised 
release or probation on or after October 01, 2005.  The subsequent case plan group was comprised of 193,586 case 
plan periods. 

Analysis 
 
A fairly straightforward and traditional approach was used in the development of the PCRA.  Multivariate logistic 
regression models14 were used to determine which items were superfluous.  As a result, the total number of items 
included in the multivariate model was reduced to ensure that statistical significance and direction of the relationship 
were maintained.  Once the multivariate model was finalized, bivariate cross tabulations were used to assign 
appropriate weights.  This method was chosen due to its transparency and, to date, there is little research indicating 
the superiority of complex weighting structures over dichotomous coding risk factors (see Gottfredson & 
Gottfredson, 1980; Silver, Smith, & Banks, 2000; Gottfredson & Synder, 2005; Harcourt, 2007).15

 

  The bivariate 
cross tabulations are presented in Appendices 2-4. 

Once the final scoring algorithm was determined, a score was calculated with a cutoff score developed by visual 
inspection of the data.  Although the data cutoffs were fairly evident in the data, alternate cutoffs were tested with 
confirmation of best fit as determined through the use of chi-square statistics.  A final set of analyses were 
conducted to determine how changes or stability in risk category from the beginning to the end of supervision was 
correlated with change in the probability of a new arrest. 
 
FINDINGS 
 
Table 1 displays the results of a multivariate model predicting arrest during the initial case plan period using a split 
sample from the construction sample.  As Table 1 shows, many of the variables included in the multivariate model 
were statistically significant at the .001 level.  Odds ratios in the model also appear to be consistent with existing 
research that support well accepted beliefs that alcohol and drug problems, unemployment, poor attitude (not 

                                                           
11 Two validation samples were developed in order to test the robustness of the instrument.   
12 Data from the analysis file was assembled from PACTS and matched with data from the Federal Bureau of the Prisons (BOP), 
the U.S. Sentencing Commission (USSC), and the Census Bureau. Arrest data came from ATLAS (Access to Law Enforcement 
System) and from the FBI's Computerized Criminal History (CCH) database. Arrest data are current through August13, 2009. 
Offenders in the analysis file began active post-conviction supervision between October 1, 2004 and August 13, 2009 (see Baber, 
2010).  Of the 185,297 offenders in the analysis file, only 103,071 had criminal histories and other relevant items used to 
construct the PCRA. 
13 As outlined in Monograph 109, case plans are to be submitted within 30-60 days of the start of the offender’s supervision term.  
This plan is formally evaluated and modified during the sixth month of supervision and updated annually for the duration of the 
supervision term. 
14 When the outcome variable is composed of only two values (e.g., arrest or no arrest), which is typical for risk classification in 
probation, logistic regression is usually the best approach to use.  The main advantage of logistic regression is that few statistical 
assumptions are required for its use.  In addition, it generates probability values that are constrained between zero and one.  
Logistic regression calculates the probability of an event occurring or not occurring (e.g., getting arrested or not getting arrested) 
and presents the results in the form of an odds ratio (Exp(B)).  For the purposes of this article, the odds ratio is the number by 
which you multiply the odds of getting re-arrested for each one-unit increase in the independent variable (i.e., a variable in the 
equation).  An odds ratio greater than 1 indicates that the odds of getting re-arrested increase when the independent variable 
increases; an odds ratio less than 1 indicates that the odds of getting re-arrested decrease when the independent variable increases 
(Menard, 2002). 
15 While the iterative classification processes seem to rate higher on some measures of utility, they also tend to have higher 
degrees of predictive shrinkage (see Banks et al., 2000). 
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motivated to change), criminal history, and lack of social support increase an offender’s chances of getting re-
arrested.  Females appear to have a decreasing effect on the likelihood of re-arrest which is also consistent with 
much of the existing research on gender and crime (Gendreau et al., 1996). 
 
From the multivariate analysis, variables were selected for inclusion on the risk assessment instrument (see 
Appendix 5).  To gain a better understanding of the bivariate relationships between the significant predictors in the 
multivariate model, a series of cross tabulations were conducted.  Those results are reported in Appendices 2-4.  In 
general, the bivariate cross-tabulations allowed us to assign 1 or 2 points to each of the factors.  Although this 
approach may seem counter to prevailing wisdom on the development of weights for risk assessment, there is 
evidence that suggests that this approach produces an instrument that still outperforms clinical approaches to 
prediction (Dawes, 1979) and is more robust across time and sample variations (Gottfredson & Snyder, 2005; 
McEwan, Mullen, & McKenzie, 2009).     
 
 
Table 1.  Multivariate Model Predicting Arrest During Initial Case Plan Period (Split Sample Construction 
Only) 
Variable B SE Wald df Sig Exp(B) 
Community Supervision Violation .343 .052 43.551 1 .000 1.410 
Varied Offending Pattern .226 .049 21.416 1 .000 1.253 
Institutional Adjustment .227 .103 4.848 1 .028 1.255 
Violent Offending .320 .079 16.312 1 .000 1.378 
Unemployed .368 .045 66.248 1 .000 1.445 
Poor Work Outlook .322 .061 27.495 1 .000 1.380 
Alcohol Problems .479 .102 22.079 1 .000 1.615 
Lacks Social Support .267 .048 30.673 1 .000 1.306 
Family Problems .191 .051 14.278 1 .000 1.210 
Single .097 .054 3.175 1 .075 1.102 
Not Motivated to Change .383 .050 59.803 1 .000 1.467 
Drug Problems .710 .062 132.195 1 .000 2.033 
Arrest History .149 .021 50.543 1 .000 1.160 
Age .383 .033 136.614 1 .000 1.467 
Educational Attainment .234 .045 27.195 1 .000 1.264 
Mental Health Problems .068 .049 1.920 1 .166 1.070 
Gambling Addiction -.395 .283 1.945 1 .163 .674 
Criminal Associates -.080 .050 2.529 1 .112 .923 
Weapon Concerns -.086 .064 1.789 1 .181 .917 
Financial Problems -.070 .078 .806 1 .369 .932 
Life Skills Deficiencies -.019 .060 .103 1 .748 .981 
Female -.215 .058 13.586 1 .000 .807 
Race   3.106 4 .540  
     Asian .613 .490 1.568 1 .211 1.846 
     Black .638 .467 1.866 1 .172 1.892 
     Native American/Eskimo .668 .475 1.977 1 .160 1.951 
     White .683 .466 2.145 1 .143 1.980 
Constant -4.540 .472 92.691 1 .000 .011 

Model 2(26) = 1503.78, p < .000; -2LL = 15868.80; Nagelkerke R2 = .119 
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Table 2 presents the descriptive statistics on the risk assessment score which can theoretically range from 0 to 19.  
There are 15 scored items.  The scoring for each of the 15 items is displayed in detail in Appendix 5.  Table 2 
presents the number of cases in each sample, minimum and maximum values, mean, and standard deviation of the 
linear risk score.  There are no significant differences in the length of the prediction period or average risk score for 
the construction sample and first validation sample (6.46 and 6.43, respectively).  However, there are differences in 
the mean risk score between the subsequent case plan sample and construction sample and subsequent case plan 
sample and first validation sample.  The difference in prediction periods are a matter of policy as the first case plan 
period is approximately 6 months while the third case plan is completed 12 months after the second case plan or 18 
months after the beginning of supervision.  The lower mean risk score might simply be a function of lower-risk 
offenders surviving supervision to the third and subsequent case plan periods.  At any rate, there could be some 
debate that the difference in risk scores is not practically significant and this argument might be valid since all three 
mean scores fall into the low risk category. 
 
 
Table 2.  Descriptive Statistics 
Sample Group N Minimum Maximum Mean Std. Deviation 
Construction 51,428 0 16 6.4634 2.83052 
Validation 51,643 0 16 6.4272 2.80699 
Subsequent Case Plan 193,586 0 17 6.0320 2.73192 
 
 
Table 3 presents the distribution of risk categories by the type of sample used.  In all three samples, low and low-
moderate risk offenders accounted for at least 85 percent of the cases; whereas high-risk offenders accounted for 
only 1 percent.  There was no statistically significant difference between the construction sample and the validation 
sample at an alpha level of .01.  However, there was a significant difference between the second validation sample 
(subsequent case plan) and the construction sample as well as between the second validation and the first validation 
sample.  This is likely due to higher-risk offenders having a greater likelihood of revocation and thereby failing to 
survive to the second and subsequent case plan periods.  This finding, as was the case with the linear risk score, 
might be more an issue of sample size rather than practical significance.  The change in the percentage of low-risk 
cases is what seems to be driving the overall significant chi-square test. 
 
 
 Table 3.  Distribution Across Risk Categories 
  Sample  
 Construction Validation Subsequent Case Plan 
Risk Category N % N % N % 
Low 19,080 37% 19,175 37% 83,037 43% 
Low-Moderate 24,751 48% 25,175 49% 90,003 47% 
Moderate 7,019 14% 6,748 13% 19,244 10% 
High 578 1% 545 1% 1,302 1% 
 
 
The next set of analyses focused on assessing the PCRA’s predictive ability.  AUC-ROC (Area of the Curve-
Receiver Operating Characteristics)16

                                                           
16 The AUC measures the probability that a score drawn at random from one sample or population (e.g., offenders with a re-
arrest) is higher than that drawn at random from a second sample or population (e.g., offenders with no re-arrest).  The AUC can 
range from .0 to 1.0 with .5 representing the value associated with chance prediction.  Values equal to or greater than .75 are 
considered good. 

 was chosen as the measure to assess prediction in large part because it is not 
impacted by base rates.  Another convenient property of the AUC-ROC, over a correlation coefficient is that AUC-
ROC is a singular measure and does not have differing calculations depending on level of measurement of the 
variables being evaluated (Harris & Rice, 2005).  Table 4 displays the AUC-ROC between risk scores and re-arrests.  
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A fourth sample (long-term follow-up) that includes initial case plan data on all offenders placed on supervision 
between September 30, 2005 and September 30, 2006 is introduced in Table 4.  The data therefore allow for a 
follow-up period between 3 and 4 years.  As Table 4 shows, the AUC for each of the four sample groups is close to 
or exceeds the AUC-ROC value associated with large effect sizes (Harris & Rice, 2005).  The AUC for the second 
validation sample rose to .73 while the AUC for the long term follow-up sample rose even higher to .78.  Based on 
these results, the PCRA appears to have very good predictive validity in terms of accurately classifying offenders’ 
risk levels.  
 
 
Table 4.  AUC-ROC Between Risk Score and Re-arrest17

Sample 
 

AUC Lower 95% CI Upper 95% CI Significance 
Construction .709 .699 .719 .000 
Validation .712 .702 .721 .000 
Subsequent Case Plan .734 .729 .739 .000 

Long-term Follow-up .783 .778 .789 .000 
 
 
To put the AUC values into practical terms,18 we calculated the failure19

 

 rates by each category of risk for each 
sample.  These results are presented in Table 5 below.  With the exception of the long-term follow-up sample, the 
failure rates were relatively unchanged for a risk category across samples.  For example, low-moderate risk 
offenders failed at a rate of 13 percent in both the construction and initial validation samples, and at 12 percent in 
the subsequent case plan sample.  However, in the long-term follow-up sample, the low-moderate risk group’s 
failure rate increased significantly to 42 percent.  Overall, the failure rate for the long-term follow-up group was 44 
percent, but the failure rate was significantly higher for high risk offenders in this same group.  Moderate risk 
offenders failed at a rate of 71 percent and high risk offenders had an 83 percent failure rate.  The uniform increase 
in failure rates across categories of risk and across the various samples continue to provide support for the validity of 
the PCRA. 

 
Table 5.  Cross-tabulation between Risk Categories and Re-arrest 
  Sample   

Risk Category Construction Validation Subsequent Case 
Plan 

Long-term Follow-
up* 

Low 5% 5% 4% 11% 
Low-Moderate 13% 13% 12% 42% 
Moderate 27% 28% 27% 71% 
High 39% 42% 41% 83% 
χ2 1354.76 1444.74 6761.77 4997.40 
*Outcome measure is arrest for new criminal behavior only. 
 
 

                                                           
17 Analyses based on TSR versus probation supervision were estimated.  AUC-ROC values for the probation sub-samples were 
.65 (construction), .64 (validation), .72 (subsequent case plan), and .76 (long-term follow-up).  While AUC-ROC values for the 
construction and validation samples were somewhat smaller than those generated for the overall sample, the AUC-ROC values 
for the subsequent case plan and long-term follow-up probation sub-samples were very similar to those generated for the overall 
sample.   
18 Harris and Rice indicate that the AUC holds the same meaning as the common language effect size indicator.  That is, the 
probability that the PCRA score for a randomly selected recidivist is higher than the PCRA score for a randomly selected non-
recidivist.  For example, using the long term follow-up data (AUC = .78), if you randomly select a recidivist and a non-recidivist, 
the recidivist’s PCRA score should be higher than the non-recidivist’s score 78 percent of the time. 
19 Failure is defined as any new arrest during a term of supervision. 
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Survival analysis was conducted for each risk category and the survival curves associated with those analyses are 
displayed in Figure 1.  All possible data points, regardless of follow-up time, were used in the analysis.20

 

  The 
follow-up period ranged from 0 to 60 months.  Survival rates for each risk category are displayed at 6 months, 12 
months, 36 months, and 60 months.  As Figure 1 shows, high-risk offenders have a very steep decrease in survival 
as only 69 percent survived the first 6 months of supervision.  As time passes, survival rates continue to drop rapidly 
for high-risk offenders as only 46 percent survived at 12 months and only 17 percent at 36 months.  After 60 months 
of supervision, a mere 6 percent of the high-risk offenders remain.  In contrast to high-risk offenders, low-risk 
offenders have a significantly different experience on supervision.  For example, while the survival rate for high-risk 
offenders was only 17 percent at 36 months, 90 percent of the low-risk offenders survived at this time period.  
Moreover, the survival rate for low-risk offenders decreased only 5 percentage points through 60 months to 85 
percent.   

Low-moderate risk offenders have a survival curve that is almost literally between the survival curves of the low- 
and moderate-risk cases.  Interestingly, the survival curve for the moderate-risk offenders seems to follow a form 
that is closer to the high-risk offenders than to the lower-risk offenders.  Note that the survival rates continue to 
grow throughout the follow-up period for each group and each curve, with the exception of low-risk offenders, 
shows little sign of leveling off. 
 
 
Figure 1. Survival Analysis for the Four Risk Categories 

 
 
 
One of the major benefits of third and fourth generation risk assessment is their ability to measure change in risk 
over time.  While many of the risk factors on the PCRA would be considered stable, some would also be considered 
acute (for a full discussion see Serin, 2009).  As such, analyses were conducted that compared actual failure rates 
based on changes in initial and subsequent PCRA assessments.  Table 6 outlines changes in failure rates based on 
first and last case plan assessment categories.  The failure rates are based on the risk category for the last case plan 
                                                           
20 STATA adjusts for cases that were lost during follow-up when calculating survival tables. 
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period of the offender’s supervision term; therefore, to be included in this table the offender had to have at least two 
case plan periods that allowed for the scoring of the PCRA.  According to the results presented in Table 6, not 
surprisingly, offenders in the higher risk categories (moderate and high) failed at a higher rate than offenders in the 
lower risk categories (low and low-moderate).  However, offenders whose risk rating increased while under 
supervision appear to fail at a higher rate than offenders who maintained their initial rating through to their last 
assessment.  For example, low-moderate risk offenders whose risk category increased to moderate had a failure rate 
of 41 percent, whereas low-moderate risk offenders who remained low-moderate risk or were reassessed as low risk 
had a failure rate between 16 and 18 percent.  Similarly, moderate risk offenders who continued to be moderate risk 
had a 38 percent failure rate while those who were reassessed as low-moderate had an 18 percent failure rate and 
moderate risk offenders reassessed as high risk had a 61 percent failure rate.     
 
 
Table 6.  Changes in Failure Rates Based on First and Last Case Plan Assessment Categories 
 Last Case Plan Assessment Category 
Initial Case Plan Assessment Category Low Low-Moderate Moderate High 
Low (n = 13,589) 4% 18% -- -- 
Low-Moderate (n = 15,660) 5% 16% 41% -- 
Moderate (n = 3,581) -- 18% 38% 61% 
High (n = 233) -- -- 37% 53% 
χ2 237.65 396.23 162.85 10.54 
 
 
DISCUSSION 
 
As previously stated, the purpose of this article is twofold: (1) To present the methodology and results produced in 
the development of the PCRA, and (2) to discuss limitations of the PCRA as well as future developments.  This 
article has provided details on the methods, measures, and sample used in the development of the PCRA.  A fairly 
traditional model was followed in the development of the PCRA.  Our efforts were supported by a relatively large 
dataset and fairly complete data.  The sample was fairly representative of the population served and allowed for a 
construction and two validation samples.  The overall results have demonstrated that the PCRA provides adequate 
predictive validity both in the short term (6-12 months) as well as in longer follow-up periods (up to 48 months). 
 
Multivariate analysis (see Table 1) of proposed predictors revealed that 15 factors were significantly related to the 
outcome of interest (new arrest).  Seven additional factors tested were determined to be unrelated to a prediction of 
new arrest once the effects of the other factors were controlled.  One additional measure, being female, was found to 
be significantly related to a new arrest.  Subsequent models, not reported here, indicated that the addition of gender 
to the models yielded no increase in the predictive validity of the model.  In addition, non-significant differences 
were noted in the AUCs between males and females for each sample (i.e., construction, validation, subsequent case 
plan, and long-term follow-up).  As such, we concluded that the instrument performs equally well for males and 
females even though the failure rates for males might be slightly higher than for females with similar risk scores. 
 
The creation of the risk score and categories allowed for the identification of four risk categories: low, low-
moderate, moderate, and high.  Approximately 80 percent of each sample was made up of low and low-moderate 
risk offenders.  Much smaller percentages were identified in each sample as moderate and high risk (approximately 
12 percent and 1 percent, respectively).  Due to the distribution of risk categories being heavily skewed toward 
lower risk, the validity of the instrument may be brought into question.  However, it should be noted that a current 
validated risk prediction instrument used in the federal system (RPI) yields a similarly skewed distribution.  
Analysis of failure rates by risk score and category using the PCRA yielded AUC-ROC values over the traditionally 
accepted value of .70 and an AUC value for the long term follow-up over .78.  All of the AUC-ROC values were 
close to or exceeded the value associated with large effect sizes.  Practically speaking, the instrument provided 
categorizations that are associated with the group failure rates that are differentiated and meaningful for meeting the 
risk principle (see Tables 4 and 5). 
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The final analysis conducted in this study related to the dynamic nature of the PCRA.  Recall from Table 6 that 
changes in actual failure rates where associated with changes in risk category from the initial assessment to the last 
assessment.  This finding is rather important as it provides the opportunity to track meaningful changes in risk that 
occur throughout the supervision process.  Moreover, Table 6 confirmed that the PCRA identifies and measures 
dynamic risk factors that, apparently, when changed through supervision, services, or some other unmeasured 
process (i.e. natural desistance) lead to commensurate reductions in actual failure rates.  The dynamic nature of the 
PCRA adds to its usefulness in developing case plans throughout the life of the supervision term. 
 
Limitations and Future Research 
 
Although this study was fairly comprehensive in scope and the dataset used was large and representative of the 
population served, there are a number of limitations and areas for future research that deserve mention.  Firstly, 
while the dataset was large and comprehensive, we have not investigated how scoring algorithms might be adjusted 
for each district.  As with any measure, there is a distribution of AUC values when that test is calculated for each 
district.  Data from 17 districts generated AUC values below .70; however, only three districts had 95% confidence 
intervals that failed to cross the .70 threshold.  While this finding may have been due to small samples in some 
districts, subsequent analysis should focus on bringing AUC values between risk scores and re-arrests up to larger 
values.   
 
A second limitation is that the data used in this research came from an administrative dataset.  While it proved useful 
for our initial task of creating and validating a risk assessment instrument, it will be important to conduct similar 
validation analyses once we have an ample sample of offenders that were actually assessed using the assessment 
protocol. 
 
The third limitation involves the nature of the outcome measure being predicted.  In this research we focused 
exclusively on the likelihood of a re-arrest and not the severity of the offense.  We found it important to assess and 
determine the likelihoods of a re-arrest as a first step in the assessment process.  Because we do recognize that there 
is more than one dimension to an assessment in the criminal justice system, future analysis will focus on predicting 
the dangerousness of an offender.   
 
Fourthly, while the PCRA is apparently dynamic with changes in risk associated with changes in actual failure rates, 
it may not be sensitive enough for use on a monthly or shorter schedule.  Due to the high value associated with a 
dynamic risk assessment, it will be necessary to make the PCRA more sensitive to change, or supplement it with a 
more sensitive trailer assessment that increases its utility as a guide to service allocation. 
 
Finally, because rated but not scored items outnumber scored items on the assessment, future analysis will include 
reviewing the impact of rated but not scored items.  For example, the PCRA currently only has one scored item in 
the area of cognitions.  As a result of current testing on 80 self-report items that relate to criminal thinking styles, the 
number of scored items in the area of cognitions will likely increase.  Continued analyses on rated but not scored 
items will also increase the understanding of the impact of self-reported attitudes, as well as guide adjustments to 
algorithms based on district, gender, and race differences, if relevant.   
 
Policy Implications 
 
Notwithstanding the limitations discussed above, there are two major policy implications that stem from this 
research.  First, the federal probation system now has a dynamic fourth generation risk assessment for use on 
offenders under its jurisdiction.  The instrument can be used to identify higher risk offenders for enhanced services 
(see Andrews et al., 1990) and can also be used to identify targets for change via external service providers.  The 
second major policy implication is the apparent necessity for ongoing re-assessment.  Data analyzed in this study 
indicate that changes in levels of risk are associated with changes in actual failure rates.  With that in mind, it is 
incumbent upon officers to monitor risk in a standardized way to ensure that supervision and services are having 
intended impacts.  If intended impacts are not being achieved, then officers will be able to modify supervision 
services to reduce the risk of recidivism.   
 
 



13 

 

APPENDIX 
Appendix 1. Rated Test Items 
Domain Factor Rating 
Criminal History Arrested Under Age 18 Yes/No 
Employment Number Of Jobs In Past 12 Months None/One/More than One 
Employment Employed Less than 50% Of The Last 24 Months Yes/No 
Substance Abuse Disruption At Work, Home, School Yes/No 
Substance Abuse Use When Physically Hazardous Yes/No 
Substance Abuse Legal Problems Related To Use Yes/No 
Substance Abuse Continued Use Despite Social/Interpersonal 

Problems Yes/No 

Social Networks Lives With Spouse And/Or Children Yes/No 
Social Networks Lack of Family Support Yes/No 
Social Networks 

Companions 

Good Support And Influence/Occasional 
Association with Negative Peers/More 
Than Occasional Association With 
Negative Peers/No Friends 

Attitudes Antisocial Attitudes Yes/No 
Attitudes General Criminal Thinking (PICTS) Scale Scores 
Other 

No Or Unstable Home 
One Address In Past 12 Months/More 
Than One Address In Past 12 Months or 
No Permanent Address 

Other Risk Influence At Home No Criminal Risks Present/Criminal Risks 
At Home 

Other 
Financial Stressors 

Adequate Income to Manage Debts/No 
Plan in Place to Meet Financial Debts, 
Expenses Exceed Income 

Other 
Pro Social Recreation 

Engages In Prosocial Activities/Has No 
Interests, Does Not Engage In Them, or 
Recreation Presents Criminal Risk 

Responsivity Low Intelligence Check Box 
Responsivity Physical Handicap Check Box 
Responsivity Reading And Writing Limitations Check Box 
Responsivity Mental Health Issues Check Box 
Responsivity No Desire to Change/Participate In Programs Check Box 
Responsivity Homeless Check Box 
Responsivity Transportation Check Box 
Responsivity Child Care Check Box 
Responsivity Language Check Box 
Responsivity Ethnic Or Cultural Check Box 
Responsivity History Of Abuse Or Neglect Check Box 
Responsivity Interpersonal Anxiety Check Box 
Responsivity Social Security Card, Driver’s License, ID Check Box 
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Appendix 2.  Cross Tabulations between Risk Factors and Re-arrest for Construction Sample    
Domain Variable Arrest Rate χ2 P 
Criminal History Prior Arrests 

    0 = No prior arrests 
    1 = 1-2 prior arrests 
    2 = 3-6 prior arrests 
    3 = 7 or more prior arrests 

 
9% 

12% 
13% 
20% 

618.33 .000 

Criminal History Community Supervision Violations 
    0 = No prior CS violations 
    1 = 1 or more CS violations 

 
11% 
20% 

423.49 .000 

Criminal History Varied Offending Pattern 
    0 = 1 type of offending 
    1 = 2 or more types of offending 

 
14% 
20% 

209.81 .000 

Criminal History Institutional Adjustment 
    0 = No adjustment problems 
    1 = Adjustment problems 

 
12% 
22% 

98.57 .000 

Criminal History Violent Offense 
    0 = No history or current violence 
    1 = History or current violence 

 
15% 
19% 

50.405 .000 

Criminal History Age 
    0 = 41+ 
    1 = 26-40 
    2 = 25 or younger 

 
11% 
16% 
23% 

638.77 .000 

Education & Employment Highest Grade 
    0 = High school degree or more 
    1 = GED or less than HS degree 

 
11% 
18% 

467.44 .000 

Education & Employment Unemployed 
    0 = Currently employed  
    1 = Currently unemployed 

 
11% 
18% 

318.08 .000 

Education & Employment Good Work History 
    0 = Stable work history 
    1 = Unstable work history 

 
8% 

15% 
352.17 .000 

Substance Abuse Alcohol Problems 
    0 = No current problems 
    1 = Current problems 

 
12% 
28% 

264.62 .000 

Substance Abuse Drug Problems 
    0 = No problems 
    1 = Current problems 

 
12% 
29% 

836.48 .000 

Social Networks Family Problems 
    0 = No problems 
    1 = Current problems 

 
12% 
18% 

213.77 .000 

Social Networks Married 
    0 = Married 
    1 = Single 

 
10% 
16% 

187.69 .000 

Social Networks Social Support 
    0 = Social support present 
    1 = No social support 

 
9% 

15% 

361.23 
 .000 

Attitudes Motivated to Change 
    0 = Offender motivated to change 
    1 = Offender resistant to supervision 

 
8% 

16% 
473.99 .000 

Note: Number of cases ranges from 31, 773 to 48,470 depending on risk factor.  
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Appendix 3.  Cross Tabulations between Risk Factors and Re-arrest for Validation Sample  
Domain Variable Arrest Rate χ2 P 
Criminal History Prior Arrests 

    0 = No prior arrests 
    1 = 1-2 prior arrests 
    2 = 3-6 prior arrests 
    3 = 7 or more prior arrests 

 
9% 

11% 
14% 
20% 

612.91 .000 

Criminal History Community Supervision Violations 
    0 = No prior CS violations 
    1 = 1 or more CS violations 

 
11% 
19% 

369.56 .000 

Criminal History Varied Offending Pattern 
    0 = 1 type of offending 
    1 = 2 or more types of offending 

 
14% 
20% 

196.50 .000 

Criminal History Institutional Adjustment 
    0 = No adjustment problems 
    1 = Adjustment problems 

 
12% 
21% 

87.241 .000 

Criminal History Violent Offense 
    0 = No history or current violence 
    1 = History or current violence 

 
15% 
19% 

59.047 .000 

Criminal History Age 
    0 = 41+ 
    1 = 26-40 
    2 = 25 or younger 

 
11% 
16% 
22% 

499.76 .000 

Education & Employment Highest Grade 
    0 = High school degree or more 
    1 = GED or less than HS degree 

 
11% 
18% 

502.72 .000 

Education & Employment Unemployed 
    0 = Currently employed  
    1 = Currently unemployed 

 
11% 
18% 

379.277 .000 

Education & Employment Good Work History 
    0 = Stable work history 
    1 = Unstable work history 

 
8% 

15% 
371.27 .000 

Substance Abuse Alcohol Problems 
    0 = No current problems 
    1 = Current problems 

 
12% 
29% 

283.03 .000 

Substance Abuse Drug Problems 
    0 = No problems 
    1 = Current problems 

 
12% 
28% 

701.78 .000 

Social Networks Family Problems 
    0 = No problems 
    1 = Current problems 

 
12% 
18% 

197.87 .000 

Social Networks Married 
    0 = Married 
    1 = Single 

 
11% 
16% 

164.99 .000 

Social Networks Social Support 
    0 = Social support present 
    1 = No social support 

 
9% 

15% 
398.44 .000 

Attitudes Motivated to Change 
    0 = Offender motivated to change 
    1 = Offender resistant to supervision 

 
8% 

16% 
507.97 .000 

Note: Number of cases ranges from 31, 607 to 48,434 depending on risk factor. 
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Appendix 4.  Cross Tabulations between Risk Factors and Re-arrest for Subsequent Case Plan Periods 
Domain Variable Arrest Rate χ2 P 
Criminal History Prior Arrests 

    0 = No prior arrests 
    1 = 1-2 prior arrests 
    2 = 3-6 prior arrests 
    3 = 7 or more prior arrests 

 
6% 
8% 

11% 
17% 

3567.58 .000 

Criminal History Community Supervision Violations 
    0 = No prior CS violations 
    1 = 1 or more CS violations 

 
10% 
19% 

2946.37 .000 

Criminal History Varied Offending Pattern 
    0 = 1 type of offending 
    1 = 2 or more types of offending 

 
11% 
18% 

1679.04 .000 

Criminal History Institutional Adjustment 
    0 = No adjustment problems 
    1 = Adjustment problems 

 
11% 
21% 

631.19 .000 

Criminal History Violent Offense 
    0 = No history or current violence 
    1 = History or current violence 

 
11% 
16% 

304.23 .000 

Criminal History Age 
    0 = 41+ 
    1 = 26-40 
    2 = 25 or younger 

 
8% 

13% 
19% 

3183.72 .000 

Education & Employment Highest Grade 
    0 = High school degree or more 
    1 = GED or less than HS degree 

 
8% 

15% 
2509.84 .000 

Education & Employment Unemployed 
    0 = currently employed  
    1 = currently unemployed 

 
9% 

15% 
1235.60 .000 

Education & Employment Good Work History 
    0 = Stable work history 
    1 = Unstable work history 

 
6% 

12% 
2083.60 .000 

Substance Abuse Alcohol Problems 
    0 = No current problems 
    1 = Current problems 

 
11% 
24% 

1344.46 .000 

Substance Abuse Drug Problems 
    0 = No problems 
    1 = Current problems 

 
9% 

27% 
5720.49 .000 

Social Networks Family Problems 
    0 = No problems 
    1 = Current problems 

 
9% 

15% 
1254.19 .000 

Social Networks Married 
    0 = Married 
    1 = Single 

 
8% 

13% 
1096.37 .000 

Social Networks Social Support 
    0 = Social support present 
    1 = No social support 

 
9% 

12% 
744.26 .000 

Attitudes Motivated to Change 
    0 = Offender motivated to change 
    1 = Offender resistant to supervision 

 
7% 

13% 
2039.84 .000 

Note: Number of cases ranges from 152,241 to 236,866 depending on risk factor. 
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Appendix 5. Scored PCRA Data Items 
VARIABLE NAME VARIABLE DESCRIPTION SCORED ITEM 
Date of Birth    Record offender’s data of birth in MM/DD/YY format.    Captured in 1.7 
# Adult Conv        Record the total number of adult convictions.   Captured in 1.2 
# Other Arrests           Record the total number of other arrests. Captured in 1.2 
# Violent Arrests         Record the total number of prior arrests for a violent crime. Captured in 1.3 
# DV         Record the number of arrests for domestic violence. Captured in 1.3 
HXSONC         History of sex offending offenses without contact. Captured in 1.3 
HXSOC                History of sex offending with contact.  Code Y for yes, N for no, 

and U for unknown. 
Captured in 1.3 

HXSOSR               History of sex offending statutory rape.  Code Y for yes, N for 
no, and U for unknown. 

Captured in 1.3 

HXSOO                 History of other sex offending.  Code Y for yes, N for no, and U 
for unknown. 

Captured in 1.3 

Varied         How many different types of offenses has the offender engaged 
in (property, drug, sex, violent, order, other) 

Captured in 1.4 

Inst Adj1   Record the number of times an offender was written up during 
prior terms of incarceration 

Captured in 1.6 

Inst Adj2    Record the number of times the offender was officially punished 
for institutional infractions. 

Captured in 1.6 

CS Vio           During how many previous periods of supervision did the 
offender a) commit a new crime or b) have violations that were 
reported to the court or paroling authority. 

Captured in 1.5 

High Grade           Record the highest grade the offender completed.  If received a 
GED code the highest grade completed in school.  GED does not 
equal 12. 

Captured in 2.1 

Employed PSR                      Was the offender employed at the time of the pre-sentence 
report?  Code Y for yes, N for no, and U for unknown. 

Captured in 2.2 

Employed Arrest                      Was the offender employed at the time of the arrest?  Code Y for 
yes, N for no, and U for unknown. 

Captured in 2.2 

Alc Current                      Does the offender have a current alcohol problem?  Code Y for 
yes, N for no, and U for unknown. 

Captured in 3.5 

Drug Current                Does the offender have a current drug problem?  Code Y for yes, 
N for no, and U for unknown. 

Captured in 3.6 
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 For many years, “rehabilitation” was a dirty word in corrections, something not to be uttered 

aloud in polite circles. When Robert Martinson famously concluded that “[w]ith few and isolated 

exceptions, the rehabilitation efforts that have been reported so far have had no appreciable effect on 

recidivism” (1974: 25), it sounded a death knell for the rehabilitative movement in the United States 

(Halleck and Witte, 1977). “Nothing works” reigned for years. Connotative of Lombrosoian crime-as-

disease, the rehabilitative ideal was besieged from all sides: the left attacked it for being a patronizing 

euphemism for vengeful punishments; the law-and-order right attacked it for being soft on crime and 

for ignoring real harms and real wrongdoing (Allen, 1981). In fact, in the late 1970s, the prognosis for 

rehabilitation was so bleak that, years later, Francis Cullen (2005) was able to distinguish the twelve 

individuals who singlehandedly “saved” rehabilitation. 

 Cullen’s pantheon included three Canadian researchers:  Paul Gendreau, Don Andrews, and 

James Bonta. Paul Gendreau was among the first criminologists to challenge Martinson’s findings 

(Petersilia, 2004) and, with his colleagues, later inverted Martinson’s skeptical question, “What Works?” 

into a promising answer: “What Works!” (Gendreau, Little, and Goggin, 1996). Don Andrews and James 

Bonta, authors of a popular textbook on the psychology of criminal behavior (Andrews and Bonta, 
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2010), are known for applying the science of behavioral change to the problem of recidivism. To this 

end, their classification tool, the Level of Service Inventory, Revised (LSI-R) (Andrews and Bonta, 1995), 

has been widely adopted around the world. 

Collectively, Gendreau, Andrews, and Bonta did a great deal to reinvigorate rehabilitation. 

Perhaps most importantly, they identified three key principles of effective interventions that have 

radically transformed the practice of community corrections: risk, need, and responsivity (Andrews, 

Bonta, and Hoge, 1990; Andrews and Dowden, 2007; Gendreau, 1996). The risk principle essentially 

states that the level of service (treatment and programming) should be matched to the offender’s level 

of recidivism risk:  high-risk offenders should get high treatment dosages; low-risk offenders – who 

actually can become more likely to recidivate when subjected to intensive interventions (Andrews and 

Dowden, 1999; Lowenkamp and Latessa, 2005; Lowenkamp, Latessa, and Holsinger, 2006) – should 

receive only modest dosages (Lowenkamp et al., 2006). The need principle states that interventions 

should be focused on the dynamic risk factors (“criminogenic needs”) that are significantly correlated 

with criminal behavior. Some researchers describe “the big four” risk/need factors: antisocial attitudes, 

antisocial peers, antisocial cognition, and a history of antisocial behavior. Other researchers add four 

more factors – family and marital problems, school or work difficulties, lack of involvement in non-

criminal leisure activities and recreation, and substance abuse – and describe “the central eight” 

(Andrews and Dowden, 2007). While community corrections officers may also wish to address non-

criminogenic needs (e.g., self-esteem, mental health, learning disabilities, or lack of parenting skills), the 

need principle suggests that resources should be first focused on changing factors that will reduce the 

likelihood of reoffending (Lowenkamp et al., 2006). The responsivity principle states that styles and 

modes of interventions should be tailored to offenders’ temperaments, motivations, learning styles, 

genders, and ethnicities. While anxiety, mental health, or IQ score may not be strongly correlated to 

recidivism (i.e., are not criminogenic needs), these responsivity factors may interfere with the ability to 
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make effective use of treatment interventions. Matching offenders to appropriate services is essential to 

ensure that offenders can profit from the treatment they receive (Andrews, Bonta, and Hoge, 1990). 

Responsivity to treatment also depends upon qualities of the staff and the treatment setting (Birgden, 

2004).  

The principles of risk, need, and responsivity lie at the heart of a body of work known as 

evidence-based practices (EBP). The notion of evidence-based practices first originated in medicine (e.g., 

Sackett et al., 2000) but has been adapted to other fields, including community corrections. Promising 

the ability to effect real reductions in recidivism in a time of economic scarcity, EBP exerts a growing 

influence that is difficult to overstate. The National Institute of Corrections recently issued a “box set” of 

EBP documents targeting eight different stakeholders in the criminal justice system:  (1) community 

corrections agencies (Crime and Justice Institute, 2009), (2) practitioners and treatment providers (Scott 

and Crime and Justice Institute, 2008), (3) pretrial services (VanNostrand and Crime and Justice Institute, 

2007), (4) members of state judiciaries (Warren and Crime and Justice Institute, 2008), (5) prosecutors 

(Fahey and Crime and Justice Institute, 2008), (6) defense counsel (Weibrecht and Criminal Justice 

Institute, 2008), (7) jails and detention facilities (Christensen and Criminal Justice Institute, 2008), and 

(8) prisons (Serin and Criminal Justice Institute, 2005). 

Evidence-based practice has been especially influential in Commonwealth countries (e.g., 

Canada, Australia, and the United Kingdom) (Petersilia, 2004). Indeed, some authors suggest that the 

evidence-based practices movement “has constituted a revolution in the way criminal conduct is 

managed in Canada, Britain, Europe, Australia, and New Zealand” (Ward, Melser, and Yates, 2007: 3). 

That said, EBP are central to the guidance issued in the United States by the National Institute of Justice 

(e.g., Jalbert et al., 2011) and the National Institute of Corrections (e.g., Taxman, Shepardson, and Byrne, 

2004). And, increasingly, state correctional systems are relying upon EBP, too (see, e.g., Aos, Miller, and 

Drake, 2006).  
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Background and Research Question 

Evidence-based practices are reshaping the federal probation and pretrial services system, as 

well. John Hughes, Assistant Director for the Office of Probation and Pretrial Services at the 

Administrative Office of the U.S. Courts (AOUSC), traces the first watershed moment to 2000, when two 

things occurred: (1) almost all chief probation officers from the nation’s 94 districts gathered for a 

futures-planning conference and (2) the Administrative Office contracted with independent consultants 

to obtain a strategic assessment of the federal probation and pretrial services system (Hughes, 2008). 

Alexander and VanBenschoten (2008) suggest slightly more recent starting points. First, a second 

futures-planning conference in  2002 created a “charter for excellence” (reproduced in Hughes, 2008: 6), 

a document that pledges: “We are outcome driven and strive to make our communities safer and to 

make a positive difference in the lives of those we serve.” Second, the 2004 report on the strategic 

assessment made the central recommendation that federal probation “become a results-driven 

organization with a comprehensive outcome measurement system” (Alexander and VanBenschoten, 

2008: 321; Hughes, 2008: 6). 

The authors are in agreement about many of the changes that have transformed federal 

probation and pretrial services throughout the last decade. They agree that the drafting of the charter 

forf excellence and contracting for the strategic assessment were bold, groundbreaking steps. They 

agree that probation and pretrial services has shifted away from counting outputs and has moved 

toward measuring outcomes. They agree that the timely and accurate collection of data is an essential 

aspect of becoming a results-driven organization. And they agree that evidence-based practices are part 

and parcel of contemporary probation and pretrial services work, informing the federal supervision 

policy and guiding the efforts of the AOUSC.  
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Recently, probation staff members at the AOUSC have developed a new, third-generation risk-

needs assessment instrument: the Federal Post Conviction Risk Assessment (PCRA). Staff provided 

numerous PCRA training sessions at four regional meetings convened during 2010 and 2011. Federal 

probation officers from districts in the greater Washington, DC, metropolitan region gathered in 

Washington, DC; officers from districts in the eastern United States gathered in Charlotte, NC; officers 

from districts in the middle of the country gathered in Detroit, MI; and officers from districts in the 

western United States, including Pacific islands, gathered in Salt Lake City, UT.  Approximately 150-350 

officers attended each of the training meetings, and data was collected from the sessions.  

 During these sessions, it became clear that probation officers made more consistent and more 

accurate assessments of offender risk when they used the PCRA than when they relied upon 

unstructured clinical judgment (see Oleson et al., 2011). Whether this difference was due to the officers’ 

variance in assigning uniform meaning to terminology related to risk categories or to their 

fundamentally seeing the case differently, these results are consistent with a robust body of work (e.g., 

Ægisdóttir et al., 2006; Grove and Meehl, 1996; Grove et al., 2000; Meehl, 1954; Monahan et al., 2001), 

collected over many decades, indicating that actuarial prediction outperforms unstructured clinical 

judgment in predictions of risk. 

We were interested in whether using the PCRA might also improve the ability of federal 

probation officers to assess criminogenic needs. On the one hand, research suggests – and our data bore 

out – that actuarial prediction of risk outperforms clinical judgment; on the other hand, federal 

probation officers are considered to be the “crème de la crème” of community corrections officers 

(Buddress, 1997: 6). They are well educated, well trained, and often come to the federal system with 

substantial practical experience from state, county, and other local systems. Perhaps the dynamic 

nature of criminogenic needs lends itself to clinical judgment in a way that general risk of recidivism 

does not. 
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Methods 

Data was collected at the PCRA regional training meetings convened during 2010 and 2011. In 

advance of the training, each officer was required to participate in 8 hours of online training that 

reviewed the fundamentals of risk, need, and responsivity (Andrews, Bonta, and Hoge, 1990).  The 

trainers explained to the participating officers that they would be asked to assess an offender's risk of 

recidivism and criminogenic needs (explained as targets for supervision designed to reduce risk by 

changing behavior), based on a videotaped mock intake interview and supplementary written 

documentation.  Specifically, the trainers informed the officers that they would be asked to place the 

offender in the case vignette in one of four risk categories (low, low/moderate, moderate, or high) and 

to identify the offender’s three most important targets to reduce offender risk through supervision and 

interventions (criminogenic needs), in rank order.  Although the probation officers were in a large group 

setting, officers did not discuss their rankings of risk or identification of criminogenic needs until they 

had submitted their data collection forms.    

The case vignette consisted of a 24-minute mock intake interview (based upon an actual case, 

with identifiers and key case details modified in order to protect the offender’s anonymity). The 

probation officer in the vignette conducted a typical supervision intake interview, asking the offender – 

a 47-year-old man with a long history of methamphetamine addiction and firearms charges – a series of 

questions about the offender’s criminal behavior, employment, social networks, cognitions, substance 

abuse, time in custody, and current accommodations. Supplemental written materials included a mock 

presentence report and mock release paperwork from the Federal Bureau of Prisons. The offender in 

the vignette was steadily employed and, although he was divorced, lived in a stable residence with his 

parents.  He participated in treatment, remained free of drug use, and could articulate a relapse 
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prevention plan.  He did not associate with antisocial peers and was in the planning process of 

developing a prosocial network.   

After the video concluded, officers were given as much time as needed to identify the risk level 

and three top criminogenic needs.  Officers typically took between five and ten minutes to review the 

supplementary material and submit a complete data collection form.   

 

Results 

The correct risk score, according to the PCRA, was a 6, representing the bottom end of the 

“low/moderate” risk scale. PCRA scores ranging between 0 and 5 are considered “low risk,” 6-9 are 

“low/moderate risk,” 10-12 are “moderate risk,” and 13-18 are “high risk.” 

The most pressing criminogenic needs in the training case, according to the PCRA, were related 

to criminal history, substance abuse, antisocial peers, and leisure/recreation. These represent half of the 

eight major categories of criminogenic needs:  (1) antisocial attitudes; (2) antisocial peers; (3) antisocial 

cognition; (4) a history of antisocial behavior; (5) family and marital problems; (6) school or work 

difficulties; (7) lack of involvement in non-criminal leisure activities and recreation; and (8) substance 

abuse.  

 

Top Three Criminogenic Needs as Identified by Probation Officers 

Asked to identify the top three criminogenic needs, 1,040 probation officers generated a very 

substantial list that we have coded into 27 different categories. These are listed in Table 1, below, along 

with the number of probation officers who listed each given need as first, second, or third. 

TABLE 1: Top Three Criminogenic Needs 
 
Identified Need Listed First Listed Second Listed Third 
 
Substance Abuse (Drugs /Alcohol) 634 (61%) 207 (20%) 106 (10%) 
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Criminal Peers 143 (14%) 165 (16%) 156 (15%) 
 
Mental Health 91 (9%) 254 (24%) 153 (15%) 
 
Employment 41 (4%) 128 (12%) 153 (15%) 
 
Criminal History/Community  
Supervision Violations 23 (2%) 30 (3%) 35 (3%) 
 
Firearms 22 (2%) 39 (4%) 36 (3%) 
 
Criminal Attitudes 19 (2%) 16 (2%) 17 (2%) 
 
Family and Marital Problems 12 (1%) 45 (4%) 74 (7%) 
 
Leisure/Recreation 8 (1%) 9 (1%) 22 (2%) 
 
Income 6 (1%) 17 (2%) 44 (4%) 
 
None Listed 5 (0%) 26 (3%) 94 (9%) 
 
Housing 5 (0%) 13 (1%) 42 (4%) 
 
Medical 5 (0%) 9 (1%) 22 (2%) 
 
Criminal Recidivism/ Violations This Time 5 (0%) 9 (1%) 8 (1%) 
 
Social Support 5 (0%) 23 (2%) 13 (1%) 
 
Relationships 4 (0%) 15 (1%) 19 (2%) 
 
Isolation 3 (0%) 2 (0%) 3 (0%) 
 
Education 2 (0%) 4 (0%) 6 (1%) 
 
Structure 2 (0%) 5 (0%) 9 (1%) 
 
Monitoring/Surveillance/Drug Testing 1 (0%) 4 (0%) 2 (0%) 
 
Safety 1 (0%) 0 (0%) 0 (0%) 
 
Self-Control 1 (0%) 0 (0%) 2 (0%) 
 
Violence 1 (0%) 3 (0%) 3 (0%) 
 
Stress/Grief/Guilt 1 (0%) 5 (0%) 10 (1%) 
 0 (0%) 6 (1%) 4 (0%) 
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Child Support 
 
Spiritual Matters/Cultural Matters/Native 
American Matters 0 (0%) 4 (0%) 5 (0%) 
 
Transportation/Drivers License 0 (0%) 2 (0%) 2 (0%) 

 Table 1: Top three named criminogenic needs as identified by 1,040 probation officers, by number and 
percentage. 
 
 The response rate was very good. Only 5 of the 1,040 participating probation officers (less than 

one percent) did not list a first-ranked criminogenic need. Three percent did not list a second-place need 

and 9% did not list a third-ranked need. Most officers, however, identified three needs deemed relevant 

to the case. The ten most frequently identified needs will be described briefly below.  

Table 1 indicates that 91 percent of the probation officers correctly identified substance abuse 

as one of the top three relevant criminogenic needs in the case.  More than half of the officers (61 

percent) identified it as the top criminogenic need. (The offender had a history of heavy 

methamphetamine use, and while he was free of drug use at the time of the interview, his period of 

sobriety had been short.) 

 Almost half of the officers (45 percent) also correctly identified criminal peers as one of the top 

three relevant criminogenic needs in the case. Fourteen percent named it as the top criminogenic need. 

(The offender had divorced because of his drug use, and while he was no longer associating with 

antisocial peers, he had not yet formed new, prosocial friendships. He described his hopes for creating a 

prosocial network through involvement with his son’s race car team.) The identification of criminal peers 

as a relevant criminogenic need was impressive. Research suggests that antisocial peers are a 

particularly important influence in recidivism (Gendreau, Little, and Goggin, 1996). 

Many officers identified mental health as one of the top three criminogenic needs in the case. In 

fact, more officers (48 percent) counted mental health as one of the top three needs than counted 

criminal peers as such (45 percent). While the offender’s interview revealed potential mental health 

issues, mental health is not strongly statistically correlated with recidivism. It is not counted among top-
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tier risk/needs factors; it is not even included among the “central eight” (Andrews and Dowden, 2007). 

Mental health is not a criminogenic need. Rather, it is a responsivity factor – a barrier – something to be 

addressed inasmuch as it interferes with the successful delivery of treatment interventions.  

Only 8 percent of the officers identified criminal history or community supervision violations as 

a top target of supervision and only 2 percent identified it as the top need in the case. Criminal history, a 

static measure, is not a dynamic risk factor like criminal attitudes or criminal peers (Flores et al., 2005); it 

is, however, strongly predictive of future behavior, and it was the offender’s criminal history that raised 

his risk score out of the low-risk range into the low/moderate risk range. Such a lengthy criminal history 

may indicate a need to treat criminal history as a criminogenic need and “[b]uild up low-risk non-

criminal alternative behaviour in risky situations” (Andrews and Dowden, 2007: 446 tbl. 2).  

Approximately 9 percent of the officers identified monitoring potential possession of firearms as 

a target of supervision; 2 percent identified it as the top target in the case. Firearms are not a 

criminogenic need.  

Of the items identified, the following were considered on the list even though they were not 

present in the case: employment (31 percent), criminal attitudes (6 percent), family dysfunction (12 

percent) and a sustainable income (7 percent).  All of these items were stable, yet some officers 

interpreted them as problematic and in need of intervention.   

Only 4 percent of the officers identified recreation as a top-three criminogenic need; 1 percent 

identified it as the top criminogenic need in the case. Problems associated with recreation and leisure 

are a criminogenic need that appears among the “central eight” (Andrews and Dowden, 2007). (As 

noted above, the offender was no longer associating with antisocial peers, which reduces the dynamic 

risk associated with that need, but the offender was not involved in any prosocial leisure activities. He 

indicated that he thought his son’s racing team would serve as a prosocial activity, but had not yet 

participated at the time of the interview.)  
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Table 1 indicates that officers named 16 other targets for supervision, all with modest numbers 

of officers listing them in their top three: housing; medical; criminal recidivism/violations this time; 

social support; relationships; isolation; education; structure; monitoring/surveillance/drug testing; 

safety; self-control; violence; stress/grief/guilt; child support; spiritual matters/cultural matters/Native 

American matters; and transportation/driver’s license. In broad strokes, some of these categories 

resemble previously-described categories.  For example, “social support,” “isolation,” and 

“relationships” all have aspects in common with both “criminal peers” and “family.” “Stress/grief/guilt” 

may be closely linked to “mental health.” However, instead of assuming what the probation officers 

intended and collapsing the categories, we retained the 27 discrete categories. 

 

Risk as Identified by Probation Officers 

Probation officers exhibited tremendous variation in their clinical assessment of the top three 

criminogenic needs. They also exhibited great variation in using their clinical judgment to assign 

offenders to a risk category. Table 2, below, depicts the officers’ assessments of the offender’s risk 

category. 

Table 2: Estimated Risk Category 

Risk Category N % 

Low 28 3 

Low/Moderate 323 31 

Moderate 531 51 

High 158 15 

Table 2: Estimated risk category level as identified by 1,040 probation officers, by number and 
percentage. 
 
 Scores on the PCRA range from a low of 0 to a high of 18. According to the training staff, the 

offender’s actual risk level was 6, representing the bottom end of the “low/moderate risk” category. 

Using their unstructured clinical judgment, nearly one-third of the officers (31 percent) correctly placed 

the offender in the   low/moderate risk category, but two-thirds over-classified him: 51 percent of the 
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officers classified him as “moderate risk" and 15 percent of the officers classified him as “high risk.” This 

may be an example of the “precautionary principle” (Ansbro, 2010; Kemshall, 1998), a tendency to over-

classify when potential costs of missing a true positive (i.e., not identifying a high-risk offender as such) 

can be enormous for a probation officer but costs of false positives (i.e., wrongly identifying a low-risk 

offender as high-risk), while serious, are not borne by the officer.  

 Assessment of offender risk also has implications for identification of criminogenic needs. As 

demonstrated below, a greater percentage of officers who correctly assessed the offender’s level of 

recidivism risk also accurately assessed his criminogenic needs than did officers who overestimated his 

risk. 

 

Identification of Criminogenic Needs According to Risk Estimates 

  

The data suggest that officers’ estimates of risk shaped their evaluations of criminogenic needs.  

For analytical purposes, we grouped the 27 different types of named criminogenic needs into four broad 

categories: top-tier criminogenic needs in the case (consisting of criminal attitudes, criminal peers, self-

control, social support, and structure); lower-tier criminogenic needs in the case (education, 

employment, family and marital problems, housing, income, leisure/recreation, relationships, and 

substance abuse [drugs/alcohol]); responsivity factors or barriers to treatment in the case (child 

support, isolation, medical, mental health, monitoring/surveillance/drug testing, safety, spiritual 

matters/cultural matters/Native American matters, stress/grief/guilt, and transportation/drivers 

license); and controlling strategies in the case (criminal history/community supervision violations, 

firearms, criminal recidivism violations this time, and violence).  Table 3, below shows the items and the 

specific categories to which they are assigned. 

Table 3: Category Assignment of Supervision Targets   
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Top Tier Lower Tier  
Responsivity 
Factors Controlling Strategies 

Criminal Attitudes Education Child Support Criminal History Concerns 
Criminal Peers Employment Isolation Firearms Monitoring 

Self Control Family  Problems Medical Issues 
Monitoring Potential 
Violence 

Social Support and 
Structure Housing Mental Health 

Monitoring Supervision 
Violations 

  Income Monitoring   
  Leisure Drug Testing   
  Relationships Safety Issues   
  Substance Abuse Spiritual Matters   
    Culture   
    Stress   
    Guilt   
    Transportation   

 

 

Officers who viewed the offender as representing a low or low/moderate risk were more likely 

to identify a top-tier criminogenic need (criminal attitudes, criminal peers, self-control, social support, or 

structure) than were officers who viewed the offender as constituting a moderate or high risk. 

Understandably, officers who viewed the offender as moderate or high risk were more likely to identify 

controlling strategies (e.g., searches related to the offender’s criminal history, history with firearms, or 

potential for violence). Table 3, below, identifies the number of officers who, as part of their top three 

criminogenic needs, identified a top-tier criminogenic need, a lower-tier criminogenic need, a 

responsivity factor, and a controlling strategy, as grouped by estimated risk level. 

Table 4: Identified Needs, by Estimated Risk Level 

Risk 
Top-Tier  

IdentifiedA 
Lower-Tier 
IdentifiedB 

Responsivity Factor 
IdentifiedC 

Controlling Strategy 
IdentifiedD 

 
Yes No Yes No Yes No Yes No 

Low 64% 36% 89% 11% 54% 46% 0% 100% 

Low/Moderate 64% 26% 97% 3% 46% 54% 14% 86% 

Moderate 44% 56% 97% 3% 53% 47% 22% 78% 

High 42% 58% 98% 2% 61% 39% 26% 74% 



 

14 
 

Table 3: Identification of top-tier criminogenic need, lower-tier criminogenic need, responsivity factor, 
and controlling strategy, as grouped by 1,040 officers’ estimated risk level. 
A: X2 (3) = 38.964; p < .001 
B: X2 (3) = 6.325; p < .100 
C: X2 (3) = 9.778; p < .05 
D: X2 (3) = 19.967; p < .001 
 

Table 3 reveals systematic differences in the assessment of criminogenic needs as a function of 

estimated risk level. Probation officers who evaluated the offender as representing a low or 

low/moderate level of recidivism risk were more likely (64 percent) to identify a top-tier criminogenic 

need than were officers who evaluated the offender as representing a moderate risk (44 percent) or a 

high level of risk (42 percent). This relationship was strongly statistically significant (X2 (3) = 38.964; p < 

.001). 

The relationship between estimated risk level and identification of lower-tier criminogenic 

needs (e.g., family and marital problems, leisure/recreation, or substance abuse [drugs/alcohol]) was 

not as defined as the relationship between risk and top-tier needs (X2 (3) = 6.325; p < .100). Only 89 

percent of officers who estimated the offender’s risk level as low identified a lower-tier need in their top 

three needs, while 97 percent of those who estimated his risk as low/moderate or moderate and 98 

percent of those who estimated his risk as high did so. 

Only 46 percent of officers who correctly assessed the offender’s risk level as low/moderate 

identified a responsivity factor (e.g., medical issues, mental health, or stress) when naming their top 

three criminogenic needs. On the other hand, 54 percent of those who identified the offender’s risk 

level as low and 53 percent of those who identified it as moderate did so. Among those who assessed 

the offender as high risk, 61 percent identified a responsivity factor when identifying the top three 

criminogenic needs. This relationship was weakly statistically significant (X2 (3) = 9.778; p < .05). 

There was a strong relationship (X2 (3) = 19.967; p < .001) between the estimated level of 

recidivism risk and the identification of a controlling strategy (e.g., interventions related to the 

offender’s history with firearm violations or potential for violence) as one of the top three criminogenic 
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needs. While 0 percent of the officers who estimated the offender’s risk as low identified a controlling 

strategy as a need, 14 percent of those who estimated it as low/moderate, 22 percent of those who 

estimated it as moderate, and 26 percent of those who estimated it as high did so.  

As a general matter, officers who correctly identified the offender’s risk level as low/moderate 

were more likely than most to identify a top-tier criminogenic need, were equally likely to identify 

lower-tier needs, were less likely than most to name a responsivity factor, and were less likely than most 

to identify a controlling strategy. Officers who assessed the offender’s risk level as low also did well, but 

officers who over-classified the offender’s risk as moderate or high did less well. 

 We thought it might be useful to “drill down” into the data and to examine, by clinical judgment 

risk category assignment, the percentage of officers who identified a top-tier need, a lower-tier need, a 

responsivity factor, or a controlling strategy as their number-one listed criminogenic need. This 

information is depicted in Table 4, below. 

Table 5: First-Listed Need, by Estimated Risk Level 
 

Risk 
Top-Tier 

Identified 
Lower-Tier 
Identified 

Responsivity Factor 
Identified 

Controlling 
Strategy Identified 

Low 36% 46% 18% 0% 
Low/Moderate 24% 66% 8% 2% 
Moderate 13% 71% 10% 6% 
High 7% 71% 13% 9% 

Table 4: Identification of top-tier criminogenic need, lower-tier criminogenic need, responsivity factor, 
and controlling strategy as first-listed need, as grouped by 1,040 officers’ estimated risk level. 
 

 There is a strong statistical relationship between the estimated level of recidivism risk and the 

identification of top-tier, lower-tier, responsivity factors, or controlling strategies as first-listed need (X2 

(9) = 51.694; p < .001). Officers who deemed the offender a low risk were more likely (36 percent) to 

identify a top-tier need as the first-listed criminogenic need, followed by those who deemed him a 

low/moderate risk (24 percent), a moderate risk (13 percent), or a high risk (7 percent). On the other 

hand, officers who viewed the offender as low/moderate risk were less likely (46 percent) to identify a 
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lower-tier need as the first-listed criminogenic need than were those who viewed him as low risk (66 

percent) or those who viewed him as moderate or high risk (both 71 percent). No clear pattern emerged 

in the identification of responsivity factors as a first-listed need, although those who correctly identified 

the offender as low/moderate risk were less likely to name a responsivity factor than other officers. A 

linear trend emerged in the identification of controlling strategies: while 0 percent of officers who 

deemed the offender a low risk named a controlling factor as their first-listed need, 2 percent of those 

who deemed him low/moderate risk did, 6 percent of those who deemed him moderate risk did, and 9 

percent of those who deemed him high risk did. Similar patterns, although less distinct, also were 

evident in the distribution of second-listed needs. These are depicted in Table 5, below.  

Table 6: Second-Listed Need, by Estimated Risk Level 
 

Risk 
Top-Tier 

Identified 
Lower-Tier 
Identified 

Responsivity Factor 
Identified 

Controlling 
Strategy Identified 

Low 22% 52% 26% 0% 
Low/Moderate 29% 43% 22% 6% 
Moderate 17% 44% 28% 11% 
High 15% 40% 37% 9% 

Table 4: Identification of top-tier criminogenic need, lower-tier criminogenic need, responsivity factor, 
and controlling strategy as second-listed need, as grouped by 1,040 officers’ estimated risk level. 
 

There is a strong statistical relationship between the estimated level of recidivism risk and the 

identification of top-tier, lower-tier, responsivity factors, or controlling strategies as first-listed need (X2 

(9) = 30.577; p < .001). Officers who correctly deemed the offender a low/moderate risk were more 

likely (29 percent) to identify a top-tier need as their second-listed need than were other officers. In 

general, officers who estimated risk as low or low/moderate were somewhat more likely to identify a 

top-tier need than those who estimated risk as moderate or high. Generally, as estimated risk increased, 

the percentages of officers identifying a lower-tier need as a second-named need decreased. 

Conversely, as estimated risk increased, the percentage of officers identifying a responsivity factor as a 

second-named need generally increased. The appearance of controlling strategies generally increased as 
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estimated risk level increased, although more officers who deemed the offender a moderate risk (11 

percent) listed controlling strategies as their second-named need than officers who deemed him a high 

risk (9 percent). Similar patterns emerged in the distribution of third-listed needs, although they are also 

indistinct. Table 6, below, displays the data. 

Table 7: Third-Listed Need, by Estimated Risk Level 
 

Risk 
Top-Tier 

Identified 
Lower-Tier 
Identified 

Responsivity Factor 
Identified 

Controlling 
Strategy Identified 

Low 28% 48% 24% 0% 
Low/Moderate 21% 50% 21% 8% 
Moderate 19% 51% 21% 9% 
High 35% 43% 19% 12% 

Table 4: Identification of top-tier criminogenic need, lower-tier criminogenic need, responsivity factor, 
and controlling strategy as third-listed need, as grouped by 1,040 officers’ estimated risk level. 
 

The distribution of third-listed needs was not statistically significant (X2 (9) = 8.303; p < .504). 

Although it was not the case among first- and second-listed needs, for third-listed criminogenic needs, a 

greater percentage of officers who viewed the offender as high risk identified a top-tier need (35 

percent) than did other officers. There do not appear to be clear trends, however, for the identification 

of top-tier or lower-tier needs as third-named criminogenic needs. There are trends in the responsivity 

and controlling strategy data, though. As estimated risk level increased, the percentage of officers 

naming a responsivity factor as second-named need decreased, from 24 percent (minimal risk) to 19 

percent (high risk). On the other hand, as estimated risk level increased, the percentage of officers 

identifying a controlling strategy as second-named need increased, from 0 percent (minimal risk) to 12 

percent (high risk). 

 

Discussion 
 
 The federal probation and pretrial services system is in a dramatic state of punctuated evolution 

(Hughes, 2008: Alexander and VanBenschoten, 2008). Building upon the system’s charter for excellence 
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and a comprehensive strategic assessment (Hughes, 2008), the federal probation and pretrial services 

system of today is results-driven and is committed to evidence-based practices (Judicial Conference, 

2006). Essential to the successful adoption of evidence-based practices (Cullen and Gendreau, 2000) is 

an understanding of the principles of risk, needs, and responsivity (Andrews and Dowden, 2007).  

The regional PCRA training sessions convened during 2010 and 2011 were a valuable step in this 

direction. They also afforded the authors a valuable opportunity to determine whether federal 

probation officers could better assess risk of recidivism and identify criminogenic needs when using the 

PCRA than when  exercising their unstructured professional judgment. A substantial body of research 

suggested that they would (e.g., Grove and Meehl, 1996; Grove et al., 2000; Meehl, 1954; Monahan et 

al., 2001), but despite more than 50 years of research (Ægisdóttir et al., 2006), many community 

corrections officers from jurisdictions around the world resent –and resist – actuarial assessments 

(Fitzgibbon, Hamilton, and Richardson, 2010; Horsefield, 2003; Lynch, 1998; Snyder, Ervin, and Snyder-

Joy, 1996; VanBenschoten, 2008). Such adherence to custom and common sense while eschewing 

empirical, scientific knowledge about what works in corrections has been characterized as “correctional 

quackery” by some researchers (Flores et al., 2005; Latessa, Cullen, and Gendreau, 2002).   The fact is 

that sound professional judgment informed by a valid actuarial instrument is superior to professional 

judgment alone.  Similarly, the actuarial tool must be in the hands of a trained professional who can 

apply the tool correctly to the facts in a case, appropriately interpret the results, and override results in 

the limited instances where such an override is appropriate.     

Studying probation officers’ assessments of risk and criminogenic needs at the PCRA training 

meetings confirms the importance of adhering to evidence-based practices and underscores the 

essential role of officer training. Asked to identify the three most important targets of supervision to 

reduce risk by changing behavior in a training case, 1,040 probation officers (who had viewed the same 

video and examined the same materials) generated literally dozens of different answers. Even after 
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coding their answers into groups, officers had identified 27 different categories. Some of their 

assessments were on-point: more than 90 percent of the officers identified substance abuse as one of 

the top three targets and nearly half identified criminal peers as one of the three. But many of the 

targets named were not relevant in this case (e.g., employment difficulties or problematic family 

circumstances) and many of the “needs” the officers named in the case were not criminogenic needs at 

all (e.g., mental health, stress, or child support). This, however, is in no way unusual. In Edward Latessa’s 

2004 August Vollmer Award address, he observed that he often asks “correctional staff who work with 

offender’s [sic] day in and day out what they think are the major risk factors associated with criminal 

conduct. They are often all over the map, and needless to say, I am often amazed with the list they come 

up with" (2004: 551). When Flores and his colleagues (2005) asked 171 juvenile justice officers to 

identify the most important criminogenic needs of juvenile delinquents, only 42.1 percent could name 

one of the “big four” and only 6.4 percent of the officers could name two. The authors wrote, “[I]t 

should come as no surprise that many rehabilitative efforts fail to produce positive treatment effects 

when those responsible for delivering the interventions are largely unaware of the most relevant 

criminogenic needs to target with those services” (2005: 12). 

The reasons that officers struggled to identify the relevant criminogenic needs in the case is that 

they failed to have a uniform understanding of terms used to categorize risk and/or they disagreed with 

each other on the actual risk presented.  While 31 percent correctly evaluated the offender’s recidivism 

risk as “low/moderate,” two-thirds of the officers estimated it as being higher. More than half (51 

percent) assessed the risk level as being “moderate,” and 15 percent assessed it as “high,” even though, 

according to the PCRA, the offender’s actual risk score was at the bottom of the “low/moderate” range 

(a PCRA score of 6). Such over-classification of risk may be evidence of the so-called precautionary 

principle (Ansbro, 2010; Kemshall, 1998) and should be worrying because evidence suggests that over-
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supervising low-risk offenders can make them worse, affirmatively increasing their likelihood of 

recidivism (Lowenkamp and Latessa, 2004). 

Presumably, regular use of the PCRA will improve the accuracy and consistency of risk 

assessments. After receiving training on the tool, probation officers asked to re-evaluate the offender’s 

case showed greater consensus in their evaluations. During this second assessment, using the PCRA, no 

officers assessed the offender’s risk level as “high,” and more than 90 percent correctly assessed his risk 

level as “low” (Oleson et al., 2011). 

Probation officers who correctly placed the offender into the “low/moderate risk” category also 

tended to identify top-tier criminogenic needs in their top-three needs and they tended not to identify 

responsivity factors as “needs.” On the other hand, a greater percentage of the officers who deemed 

the offender to be a “high” risk named lower-tier criminogenic needs, responsivity factors, and 

controlling strategies in their top-three needs. The data suggest that officers who identified the offender 

as “low risk” might be more likely to address relevant criminogenic needs from the “big four” (i.e., 

antisocial attitudes, antisocial peers, antisocial cognition, and a history of antisocial behavior) and the 

“central eight” (i.e., family and marital problems, school or work difficulties, lack of involvement in non-

criminal leisure activities and recreation, and substance abuse) than officers who identified the offender 

as “high risk” and might therefore be more likely to structure the offender’s supervision around 

responsivity issues (e.g., physical health, mental health, or stress) and controlling strategies (e.g., drug 

testing, residence searches for firearms or drugs). What this means, of course, is that assessment of 

recidivism risk and criminogenic need will play a pivotal role in defining what kind of supervision 

experience a given offender will have. The need for accuracy and consistency in these foundational 

assessments, in our view, means that VanBenschoten was right when he stated that the use of an 

actuarial risk/needs tool is “[t]he cornerstone of effective supervision” (2008: 38). Given that actuarial 

risk assessment is one of the few useful checks against over-classification and the precautionary 
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principle (Bonta and Motiuk, 1990; Bonta, 2008), it means that Zinger was right when he wrote, “Failure 

to conduct actuarial risk assessments or consider its results is irrational, unscientific, and 

unprofessional” (2004: 607).  

The evidence suggests that the PCRA serves an essential role in the ongoing evolution of the 

federal probation and pretrial services system. By operating as a check against the precautionary 

principle and over-classification, risk/needs assessment instruments of this kind can reduce recidivism 

among low-risk offenders by ensuring that they are not over-supervised and can reduce recidivism 

among high-risk offenders by ensuring that these individuals are provided with treatment interventions 

that correspond to their criminogenic needs.  This focus on outcomes and evidence underlies the new 

rehabilitation of “what works” (Taxman, Shepardson, and Byrne, 2004). To be sure, this is a form of 

rehabilitation that takes public safety as its ultimate object – not the transformation of every individual 

offender (Robinson, 2002). But as we move away from “nothing works” (Martinson, 1974), through 

“what works” (Latessa and Lowenkamp, 2006; Petersilia, 2004), and toward “making what works work” 

(Andrews, 2006), it is entirely possible that “rehabilitation” will not only cease to be a dirty word but can 

become the watchword of a well-trained and professional federal probation and pretrial services 

system. 
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